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implies that each of the sets appearing in condition (b) is the union of a sequence of
sets appearing in condition (a); hence condition (a) implies condition (b). The sets
appearing in condition (c) can be expressed in terms of those appearing in condition
(b) by means of the identity

{xeA: f(x) >t} =A—{xe€A: f(x) <t}

thus condition (b) implies condition (c¢). Similar arguments, the details of which are
left to the reader, show that condition (c) implies condition (d) and that condition
(d) implies condition (a). O

Let (X,<7) be a measurable space, and let A be a subset of X that belongs to <7
A function f: A — [—eo,+oo] is measurable with respect to <f if it satisfies one,
and hence all, of the conditions of Proposition 2.1.1. A function that is measurable
with respect to .27 is sometimes called .27 -measurable or, if the G-algebra <7 is clear
from context, simply measurable. In case X = R?, a function that is measurable with
respect to Z(R?) is called Borel measurable or a Borel function, and a function that
is measurable with respect to .#) « is called Lebesgue measurable (recall that .4 «
is the o-algebra of Lebesgue measurable subsets of R?). Of course every Borel
measurable function on R¢ is Lebesgue measurable.

We turn to a few examples and then to some of the basic facts about measurable
functions.

Examples 2.1.2. (a) Let f: RY — R be continuous. Then for each real number
t the set {x € R?: f(x) <t} is open and so is a Borel set. Thus f is Borel
measurable.

(b) Let I be a subinterval of R, and let f: I — R be nondecreasing. Then for each
real number ¢ the set {x € I': f(x) <t} is a Borel set (it is either an interval, a
set consisting of only one point, or the empty set). Thus f is Borel measurable.

(c) Let (X,o) be a measurable space, and let B be a subset of X. Then yz, the
characteristic function of B, is 7 -measurable if and only if B € .«

(d) A function is called simple if it has only finitely many values. Let (X, <) be a

measurable space, let f: X — [—oo,+oo] be simple, and let ¢y, ..., o be the
values of f. Then f is o/-measurable if and only if {x € X : f(x) = 0;} € <« for
i=1,...,n. O

Proposition 2.1.3. Let (X,.o/) be a measurable space, let A be a subset of X that
belongs to of , and let f and g be [—oo, +o0]-valued measurable functions on A. Then

the sets {x € A: f(x) <g(x)}, {x€A: f(x) <g(x)}, and {x € A: f(x) = g(x)}
belong to <f .

Proof. Note that the inequality f(x) < g(x) holds if and only if there is a rational
number r such that f(x) < r < g(x). Thus

{xeA: fx)<glx)} = U({xeA:f(x) <rfn{xeA:r<gx)}),
reQ



2.1 Measurable Functions 43

and so {x € A: f(x) < g(x)}, as the union of a countable collection of sets that
belong to 7, itself belongs to «7. The set {x € A : g(x) < f(x)} likewise belongs to
/. This and the identity

fred:flx) <g)}=A—{xeA:glx) <f(x)}

imply that {x € A : f(x) < g(x)} belongs to <7. Finally {x € A: f(x) = g(x)} is
the difference of {x € A : f(x) < g(x)} and {x € A: f(x) < g(x)} and so belongs
to .o O

Let f and g be [—oo,+oo]-valued functions having a common domain A. The
maximum and minimum of f and g, written fV g and f A g, are the functions from
A to [—eo, 40| defined by

(fV&)(x) = max(f(x),8(x))
and

(f Ag)(x) = min(f (x),g(x))-
Equivalently, we can define fV g by

flx) if f(x) > g(x) and,

g(x) otherwise,

(f\/g)(X)—{

with f A g getting a corresponding definition.
If {f,} is a sequence of [—eo,+oo]-valued functions on A, then sup,, f,: A —
[—o0,4-o0] is defined by

(sup£) () = Sup{fu(w) i =1,2,...}

and inf, f,, limsup, f,, liminf, f,;, and lim, f, are defined in analogous ways.
The domain of lim, f, consists of those points in A at which limsup, f, and
liminf, f, agree; the domain of each of the other four functions is A. Each of these
functions can have infinite values, even if all the f,’s have only finite values; in
particular, lim,, f,, (x) can be +oo or —oo.

Proposition 2.1.4. Let (X,.o/) be a measurable space, let A be a subset of X that
belongs to of , and let f and g be [—oo, +o0]-valued measurable functions on A. Then
fVgand f N g are measurable.

Proof. The measurability of fV g follows from the identity

{xeA:(fvgx)<t}={xeA: fx) <t}n{xeA:glx) <t}
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and the measurability of f A g follows from the identity

{xeAd: (fAg)x)<t}={x€A: f(x)<t}U{xe€A:g(x) <t} O

Proposition 2.1.5. Let (X,.o/) be a measurable space, let A be a subset of X that
belongs to <7, and let { f,} be a sequence of [—eo, +oo|-valued measurable functions
on A. Then

(a) the functions sup, f, and inf, f, are measurable,

(b) the functions limsup,, f, and liminf, f, are measurable, and

(¢) the function limy, f, (Whose domain is {x € A : limsup,, f,(x) = liminf, f,,(x)})
is measurable.

Proof. The measurability of sup, f, and inf, f,, follows from the identities
{xeA:supfu(x) <t} =[{x€A: fulx) <1}
n n

and

{reA:inff,(x) <1} = UlreA: fulx) <1}

For each positive integer k define functions g, and Ay by gy = sup,~, f» and ha; =
inf,,>¢ f,. Part (a) of the proposition implies first that each g is measurable and
that each Ay is measurable and then that inf g, and sup, i are measurable. Since
limsup,, f,;, and liminf, f, are equal to inf g, and supy, /i, they too are measurable.

Let Ag be the domain of lim, f,,. Then Ay is equal to {x € A : limsup, f,(x) =
liminf,, f, (x)}, which according to Proposition 2.1.3 belongs to <. Since

{x€Ap:limf,(x) <t} =ApN{x €A :limsup f,(x) <t},
n n

the measurability of lim,, f,, follows. O

In the following two propositions we deal with arithmetic operations on [0, +ec]-
valued measurable functions (see B.4) and on R-valued measurable functions.
Arithmetic operations on [—ee, 4-cc]-valued functions are trickier and are seldom
needed.

Proposition 2.1.6. Let (X, o) be a measurable space, let A be a subset of X that
belongs to <7, let f and g be [0,+o0]-valued measurable functions on A, and let o
be a nonnegative real number. Then o.f and f + g are measurable."

Proof. For the measurability of o f, note that if & = 0, then o f is identically 0 and
so measurable, while if o > 0, then for each ¢ the set {x € A: o.f(x) <t} is equal to
{x€A: f(x) <t/o} and so belongs to &7.

'Recall that 0- (+e0) = 0 and that if x # —co, then x + (+oc0) = (+0) +x = +oo. See Appendix B.
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We turn to f + g. It is easy to check that (f + g)(x) < ¢ holds if and only if there
is a rational number r such that f(x) < r and g(x) < ¢ —r. Thus

{xeA: (f+g)(x) <t}

= U({xeA:f(x)<r}ﬂ{x€A:g(x)<t—r}),
reQ

and so {x € A: (f +g)(x) < t}, as the union of a countable collection of sets that
belong to <7, itself belongs to 7. The measurability of f + g follows. a

Proposition 2.1.7. Let (X, /) be a measurable space, let A be a subset of X that
belongs to <, let f and g be measurable real-valued functions on A, and let o be
a real number. Then of, f+g, f—g fg and f/g (where the domain of f/g is
{x € A:g(x)#0}) are measurable.

Proof. The measurability of «f and f 4 g can be verified by modifying the proof
of Proposition 2.1.6, and so the details are omitted (note that if o0 < 0, then {x € A :
of(x) <t} ={x€A: f(x) >t/a}). The measurability of f — g follows from the
identity f —g=f+(—1)g.

We turn to the product of measurable functions and begin by showing that if
h: A — R is measurable, then 42 is measurable. For this note that if 7 < 0, then

(xeA:P(x) <t} =2,
while if t > 0, then
{xeA:P(x) <t} ={x€A: —Vi<h(x) <Vi};

the measurability of 42 follows. Hence if f and g are measurable, then 2, g2, and
(f + g)? are measurable, and the measurability of fg follows from the identity

fe=5((F+87 - ).

Let Ag = {x € A: g(x) # 0}, so that A is the domain of f/g. It is easy to check
(do so0) that Ap belongs to «7. Since for each ¢ the set {x € Ay : (f/g)(x) <t} is the
union of

{xeA:gx)>0}n{xeA: f(x) <rg(x)}
and
{xeA:glx) <0In{xeA: f(x) >1g(x)},
the measurability of f/g follows (see Proposition 2.1.3). a
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Let A be a set, and let f be an extended real-valued function” on A. The positive
part f+ and the negative part f~ of f are the extended real-valued functions
defined by

[ (x) = max (f(x),0)
and
F~(x) = —min (£(x),0).

Thus f* = fVv0and f~ = (—f) V0. Itis easy to check thatif (X, <) is a measurable
space and if f is a [—oo,4oo]-valued function defined on a subset of X, then f
is measurable if and only if ™ and f~ are both measurable. It follows from this
remark, together with Proposition 2.1.6, that the absolute value | f| of a measurable
function f is measurable (note that |f]| = f + 7).

Let (X,<7) be a measurable space, let A be a subset of X that belongs to <7,
and let f be a [—oco, 4-o0]-valued function on A. The following relationships between
the measurability of f and the measurability of restrictions of f to subsets of A are
sometimes useful:

(a) If f is o/-measurable and if B is a subset of A that belongs to <7, then the
restriction fp of f to B is .2/-measurable; this follows from the identity

{xeB: fpx)<t}=BN{xecA: f(x) <t}

(b) If {B,} is a sequence of sets that belong to <7, if A = U,B,, and if for each n
the restriction fp, of f to B, is </-measurable, then f is o7-measurable; this
follows from the identity

{reA: fx) <ty =|J{x€Bu: f3,(x) <1}.

We will repeatedly have need for the following basic result.

Proposition 2.1.8. Let (X, /) be a measurable space, let A be a subset of X that
belongs to </, and let f be a [0, +e0|-valued measurable function on A. Then there
is a sequence { fu} of simple [0,+ec)-valued measurable functions on A that satisfy

filx) < folx) <.l (h
and
flx) = li’Ilnf,,(x) (2)

at each x in A.

2 An extended real-valued function is, of course, a [—eo, +oo]-valued function.
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Proof. For each positive integer n and for k =1, 2, ..., n2" let A, = {x € A:
(k—1)/2" < f(x) < k/2"}. The measurability of f implies that each A,, ; belongs to
&/ . Define a sequence {f,} of functions from A to R by requiring f, to have value
(k—1)/2" at each point in A, ; (for k = 1,2, ..., n2") and to have value n at each
point in A — U;A, «. The functions so defined are simple and measurable, and it is
easy to check that they satisfy (1) and (2) at each x in A. O

Suppose that (X,.27) is a measurable space and that f is a [—oo, 4-co]-valued o7 -
measurable function defined on an .#'-measurable subset A of X. Then by applying
Proposition 2.1.8 to the positive and negative parts of f, we can construct a sequence
{fu} of simple o-measurable functions from A to R such that f(x) = lim, f,(x)
holds at each x in A.

The following proposition gives some additional ways of viewing measur-
able functions; part (d) suggests a way to deal with more general situations
(see Sect. 2.6).

Proposition 2.1.9. Let (X,.o/) be a measurable space, and let A be a subset of X
that belongs to 7. For a function f: A — R, the conditions

(a) f is measurable with respect to <7,

(b) for each open subset U of R the set f~1(U) belongs to <7,

(c) for each closed subset C of R the set f~1(C) belongs to 7, and
(d) for each Borel subset B of R the set f~'(B) belongs to </

are equivalent.

Proof. Let # = {BC R : f !(B) € o/}. Then the fact that f~'(R) = A and the
identities

fUB)=A-f'(B)

and
! (UB) = Lan”(Bn)

imply that .# is a o-algebra on R. To require that f be measurable is to require
that .% contain all the intervals of the form (—eo, b] or equivalently (since .7 is a -
algebra) to require that .% include the o-algebra on R generated by these intervals.
Since the o-algebra generated by these intervals is the o-algebra of Borel subsets of
R (Proposition 1.1.4), conditions (a) and (d) are equivalent. However the o-algebra
of Borel subsets of R is also generated by the collection of all open subsets of R
and by the collection of all closed subsets of R, and so conditions (b) and (c) are
equivalent to the others. a

We close this section by returning to one of the promises made in Sect. 1.3 and
proving that there are Lebesgue measurable subsets of R that are not Borel sets.
For this we will use the following example.
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Example 2.1.10. Recall the construction of the Cantor set given in Sect. 1.4. There
we let Ky be the interval [0,1], and for each positive integer n we constructed a
compact set K, by removing from K,,_ | the open middle third of each of the intervals
making up K,,—;. The Cantor set K is given by K = N, K,,.

The Cantor function (also known as the Cantor singular function) is the function
f:10,1] = [0,1] defined as follows (the concept of singularity will be defined and
studied in Chap.4). For each x in the interval (1/3,2/3) let f(x) = 1/2. Thus f is
now defined at each point removed from [0, 1] in the construction of K;. Next define
f at each point removed from K in the construction of K, by letting f(x) = 1/4 if
x€(1/9,2/9) and letting f(x) =3/4if x € (7/9,8/9). Continue in this way, letting
f(x) be 1/2",3/2",5/2", ... on the various intervals removed from K, in the
construction of K,. After all these steps, f is defined on the open set [0,1] — K, is
nondecreasing, and has values in [0, 1]. Extend it to all of [0, 1] by letting f(0) =0
and letting

f(x)=sup{f(t):1€[0,1]—K and ¢ < x}

if x € K and x # 0. This completes the definition of the Cantor function.

It is easy to check that f is nondecreasing and continuous, and it is clear that
f(0) =0 and f(1) = 1. The intermediate value theorem (Theorem C.13) thus
implies that for each y in [0, 1] there is at least one x in [0, 1] such that f(x) =y,
and so we can define a function g: [0,1] — [0,1] by

g(y) =inf{x € [0,1]: f(x) =y} 3)

The continuity of f implies that f(g(y)) = y holds for each y in [0, 1]; hence g is
injective. It is easy to check that all the values of g lie in the Cantor set. The fact
that f is nondecreasing implies that g is nondecreasing and hence that g is Borel
measurable (see Example 2.1.2(b)). O

Proposition 2.1.11. There is a Lebesgue measurable subset of R that is not a
Borel set.

Proof. Let g be the function constructed above, let A be a subset of [0, 1] that is
not Lebesgue measurable (see Theorem 1.4.9), and let B = g(A). Then B is a subset
of the Cantor set and so is Lebesgue measurable (recall that A(K) = 0 and that
Lebesgue measure on the o-algebra of Lebesgue measurable sets is complete). If B
were a Borel set, then g~!(B) would also be a Borel set (recall that g is Borel
measurable, and see Proposition 2.1.9). However the injectivity of g implies that
g~ '(B) is the set A, which is not Lebesgue measurable and hence is not a Borel set.
Consequently the Lebesgue measurable set B is not a Borel set. O

Example 2.1.12. The proof of Proposition 2.1.11 gives a Borel set of Lebesgue
measure 0 (the Cantor set) that has a subset that is not a Borel set. It follows that
Lebesgue measure on (R, Z(R)) is not complete. O
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Exercises

1. Let X be a set, let {A;} be a sequence of subsets of X, let B=U;"_, Ny, Ay, and
let C = Nj_, Uy_, Ag. Show that
(a) liminfy ya, = xp, and
(b) limsupy x4, = xc-

2. Show that the supremum of an uncountable family of [—eo, +oo]-valued Borel
measurable functions on R can fail to be Borel measurable.

3. Show that if f: R — R is differentiable everywhere on R, then its derivative f’
is Borel measurable.

4. Let (X,4/) be a measurable space, and let {f,} be a sequence of [—oco, +oo]-
valued measurable functions on X. Show that

{x € X : lim f, (x) exists and is finite}
n

belongs to 7.

5. Let (X, /) be a measurable space.

(a) Show directly (i.e., without using Proposition 2.1.6 or Proposition 2.1.7) that
if f,g: X — R are «/-measurable simple functions, then f + g and fg are
o/ -measurable.

(b) Now let f,g: X — R be arbitrary 7-measurable functions. Use Proposi-
tions 2.1.4, 2.1.5, and 2.1.8, together with part (a) of this exercise, to show
that f + g and fg are .o/-measurable.

6. Let (X,7) be a measurable space, and let f,g: X — R be measurable. Give still
another proof of the measurability of f + g, this time by checking that for each
real ¢ the function x — ¢ — f(x) is measurable and then using Proposition 2.1.3.
(Hint: Consider {x: g(x) <t— f(x)}.)

7. Let f be the Cantor function, and let u be the Borel measure on R associated
to f by Proposition 1.3.10 (actually, one should apply Proposition 1.3.10 to the
function from R to R that agrees with f on [0, 1], vanishes on (—e,0), and is
identically 1 on (1,4o0)). Show that
(a) each of the 2" intervals remaining after the nth step in the construction of the

Cantor set has measure 1/2" under U,

(b) the Cantor set has measure 1 under u, and

(c) each x in R satisfies u({x}) = 0.

Thus all the mass of u is concentrated on a set of Lebesgue measure zero (the

Cantor set), but u is not a sum of multiples of point masses.

8. Let g be the inverse of the Cantor function (that is, let g be defined by formula
(3)). Show that the points x that have the form x = g(y) for some y in [0, 1] are
exactly those that belong to the Cantor set and are not right-hand endpoints of
intervals removed from [0, 1] during the construction of the Cantor set.

9. Let (X, %) be a measurable space and let C be a subset of X that does not belong
to <. Show that a function f: X — R is o(«/ U{C})-measurable if and only if
there exist .7 -measurable functions f}, f>: X — R such that f = fixc + faxce-
(See part (a) of Exercise 1.5.12.)



50 2 Functions and Integrals

10. Let ¥ be the collection of all Borel measurable functions from R to R. Show
that % is the smallest of those collections ¥  of functions from R to R for
which

(i) 7 is a vector space over R,
(ii) ¥ contains each continuous function, and
(iii) if {f,} is an increasing sequence of nonnegative functions in ¥ and if
lim,, f, (x) is finite for each x in R, then lim, f, belongs to ¥'.

(Hint: Suppose that ¥ satisfies conditions (a), (b), and (c), and define S(¥)
by S(¥) ={A CR: x4 € ¥}. Show that S(¥') contains each interval of the
form (—ee,a), and then use Theorem 1.6.2 to show that S(¥") contains each
Borel set.)

2.2 Properties That Hold Almost Everywhere

Let (X, o7, 1) be a measure space. A property of points of X is said to hold p-almost
everywhere if the set of points in X at which it fails to hold is y-negligible. In other
words, a property holds p-almost everywhere if there is a set N that belongs to <7,
satisfies (1 (N) = 0, and contains every point at which the property fails to hold. More
generally, if E is a subset of X, then a property is said to hold u-almost everywhere
on E if the set of points in E at which it fails to hold is p-negligible. The expression
W-almost everywhere is often abbreviated to -a.e. or to a.e.[(t]. In cases where the
measure [ is clear from context, the expressions almost everywhere and a.e. are also
used.

Consider a property that holds almost everywhere, and let F' be the set of points in
X at which it fails. Then it is not necessary that F' belong to .7, it is only necessary
that there be a set N that belongs to <7, includes F, and satisfies u(N) = 0. Of
course, if u is complete, then F will belong to 7.

Examples 2.2.1. Suppose that f and g are functions on X. Then f = g almost
everywhere if the set of points x at which f(x) # g(x) is u-negligible, and f > g
almost everywhere if the set of points x at which f(x) < g(x) is u-negligible. Note
that the sets {x € X : f(x) # g(x)} and {x € X : f(x) < g(x)} belong to <« if f
and g are «7-measurable; otherwise these sets may fail to belong to <. If {f,} is a
sequence of functions on X and f is a function on X, then {f,, } converges to f almost
everywhere if the set of points x at which the relation f(x) = lim,, f, (x) fails to hold
is u-negligible. In this case one also says that f = lim,, f;, almost everywhere. O

Proposition 2.2.2. Let (X, <7,1) be a measure space, and let f and g be extended
real-valued functions on X that are equal almost everywhere. If U is complete and
if f is o/ -measurable, then g is o/ -measurable.

Proof. Let t be a real number and let N be a set that belongs to <7, satisfies
1(N) =0, and is such that f and g agree everywhere outside N. Then

{xeX glx)<t}=({xeX:flx) <t}NN)Y)U({xeX:gx) <t}NN). (1)
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The measurability of f and N implies that {x € X : f(x) < ¢} N N° belongs to <7,
while the completeness of (1 implies that {x € X : g(x) <} NN belongs to <. The
measurability of g follows. O

Corollary 2.2.3. Let (X, 1) be a measure space, let {f,} be a sequence of
extended real-valued functions on X, and let f be an extended real-valued function
on X such that { f,} converges to f almost everywhere. If |1 is complete and if each
fn is &/ -measurable, then f is o/ -measurable.

Proof. According to Proposition 2.1.5 the function liminf, f, is </-measurable.
Since f and liminf, f;, agree almost everywhere, Proposition 2.2.2 implies that f
is .o/ -measurable. O

Example 2.2.4. Suppose that (X,.o/, 1) is a measure space that is not complete,
and let N be a p-negligible subset of X that does not belong to /. Then the
characteristic function yy and the constant function 0 agree almost everywhere,
but O is .o/-measurable while yy is not. Thus Proposition 2.2.2 would fail if the
hypothesis of completeness were removed. Furthermore, the sequence each term of
which is 0 converges almost everywhere to yy; consequently Corollary 2.2.3 would
also fail if the hypothesis of completeness were removed. O

Proposition 2.2.5. Let (X, , |1) be a measure space, and let <7, be the completion
of o under u. Then a function f: X — [—oo,+oo| is 7 -measurable if and only if
there are of -measurable functions fy, fi: X — [—eo, 40| such that

fo < f < fi holds everywhere on X 2

and
fo = f1 holds p-almost everywhere on X. 3)

In the context of Proposition 2.2.5, it is natural to ask whether it is always
possible, given an 7/,-measurable function f with values in R, rather than in
[—o0,+oe], to find real-valued functions fy and f; that satisfy (2) and (3). It turns
out that the answer is no; see Exercise 8.3.3.

Proof. First suppose that there exist .27 -measurable functions fy and f; that satisfy
(2) and (3). Then fy is 7;-measurable and f = fy holds fi-almost everywhere,
and so Proposition 2.2.2, applied to the space (X,.<7,,II), implies that f is .o7,-
measurable.

Now suppose that f: X — [—eco,4oo] is 7/,-measurable. If f is simple and
[0,+e)-valued, say attaining values aj, ..., a; on the sets Ay, ..., A, then there
are sets By, ..., By and C, ..., C that belong to ./ and satisfy C; C A; C B; and
W(B; — C;) = 0 for each i. The functions fy and fi defined by fy = Yiaixc, and
f1 = Xiaixs, then satisfy (2) and (3).

We can deal with the case where f is simple and real-valued by applying the
preceding argument to the positive and negative parts of f.
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Finally, let f: X — [—eo,+o0] be an arbitrary &7, -measurable function, and
choose a sequence {g,} of simple .27,-measurable functions from X to R such
that f(x) = lim, g,(x) holds at each x in X (see the remark following the proof
of Proposition 2.1.8). If for each n we choose .7 -measurable functions go , and g1,
such that

80n < gn < 81,5, holds everywhere on X
and

80,n = &1,, holds p-almost everywhere on X,

then the required functions fy and f; can be constructed by letting f be lim, 80,1
and /1 be lim, g1 1. O

Exercises

1. Give Borel functions f,g: R — R that agree on some dense subset of R but are
such that f(x) # g(x) holds at A-almost every x in R.

2. Let {x,} be a sequence of real numbers, and define u on (R, 4(R)) by u =
>, Ox, (see Exercise 1.2.6). Show that functions f,g: R — R agree p-almost
everywhere if and only if f(x,) = g(x,) holds for each n.

3. Let f and g be continuous real-valued functions on R. Show that if f =g
A-almost everywhere, then f = g (i.e., f(x) = g(x) for every x in R).

4. Let u be the finite Borel measure on R that is associated to the Cantor function
by Proposition 1.3.10 (see Exercise 2.1.7). Show that continuous real-valued
functions on R agree p-almost everywhere if and only if they agree at every
point in the Cantor set.

5. Let (X,</,1t) be a measure space, and let f and fi, f3, ... be [—eco, +oo]-
valued «7-measurable functions on X. Show that if {f,} converges to f almost
everywhere, then there are ./-measurable functions g1, g2, ... that are equal to
f1, f2, ... almost everywhere and satisfy f = lim, g, everywhere.

6. Show that the function f: R — R defined by

0 if x is irrational,
fx) = L
1 if x is rational

is nowhere continuous and that the function g: R — R defined by

Lifx= g, where p and q are relatively prime and ¢ > 0

0 if x =0 or x is irrational,
g(x) =
q

is continuous A-almost everywhere.
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2.3 The Integral

In this section we construct the integral and study some of its basic properties.
The construction will take place in three stages.

We begin with the simple functions. Let (X, .<7) be a measurable space. We will
denote by . the collection of all simple real-valued .7 -measurable functions on X
and by .%; the collection of nonnegative functions in ..

Let u be a measure on (X, <7). If f belongs to .7, and is given by f =", aixa,,
where ay, ..., a, are nonnegative real numbers and Ay, ..., A, are disjoint subsets
of X that belong to &7, then [ fdu, the integral of f with respect to U, is defined
to be X7 ailt(A;) (note that this sum is either a nonnegative real number or +ee).
We need to check that [ fdu depends only on f andnotonay, ..., a, and Ay, ...,
A,,. So suppose that f is also given by 2;?:1 bjxs;, where by, ..., b, are nonnegative
real numbers and By, ..., B, are disjoint subsets of X that belong to /. We can
assume that U?" |A; = U?: 1B (Gf necessary eliminate those sets A; for which a; =0
and those sets B for which b; = 0). Then the additivity of u and the fact that a; = b;
if A;NB; # 0 imply that

Zazu
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hence [ fdu does not depend on the representation of f used in its definition.
Before proceeding to the next stage of our construction, we verify a few
properties of the integral of a nonnegative simple function.

Proposition 2.3.1. Let (X,<7, 1) be a measure space, let f and g belong to .7,
and let o be a nonnegative real number. Then

(@ [afdu=a/fdu,
®) [(f+g)du= [fdu+ [gdu, and
(©) if f(x) < g(x) holds at each x in X, then [ fdu < [gdu.

Proof. Suppose that f =Y, a;xa,, where ay, ..., a,, are nonnegative real numbers
and Ay, ..., A, are disjoint subsets of X that belong to <7, and that g = 2;?:1 bjxs;
where by, ..., b, are nonnegative real numbers and By, ..., B, are disjoint subsets

of X that belong to /. We can again assume that U?" |A; = U;leBj. Then parts (a)
and (b) follow from the calculations

/afdu =Y aaill(A) = oY aip(A) = oc/fdu
i=1 i=1
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and
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)+ X b8y = [ rdu+ [gdu.
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Next suppose that f(x) < g(x) holds at each x in X. Then g — f belongs to .%;,
and so part (c) follows from the calculation

[eau=[(r+—du= [ rau+ [c-pdu= [ran. o

Proposition 2.3.2. Let (X, .o/, 1) be a measure space, let f belong to %y, and let
{fu} be a nondecreasing sequence of functions in ., such that f(x) = lim,, f,(x)
holds at each x in X. Then [ fdu =1lim, [ f,du.

This proposition is a weak version of one of the fundamental properties of the
Lebesgue integral, the monotone convergence theorem (Theorem 2.4.1). We need
this weakened version now for use as a tool in completing the definition of the
integral.

Proof. 1t follows from Proposition 2.3.1 that

./fld“ S/‘fzdu < S/fdu;

hence lim,, [ f, du exists and satisfies lim,, [ f,du < [ fdu. We turn to the reverse
inequality. Let € be a number such that 0 < € < 1. We will construct a nondecreasing
sequence {g,} of functions in .%; such that g, < f, holds for each n and such
that lim, [ g,du = (1 —¢€) [ fdu. Since [g,du < [ f,du, this will imply that
(1—¢)[fdu <lim, [ f,du and, since € is arbitrary, that [ fdu < lim, [ f,du.
Consequently [ fdu =lim, [ f,du.

We turn to the construction of the sequence {g, }. Suppose that ay, ..., a; are the
nonzero values of f and that Ay, ..., A; are the sets on which these values occur.
Thus f = fo: 1aiXa;- For each n and i let

A(ni)={x€Ai: fu(x) > (1 —€)a;}.

Then each A(n,i) belongs to <7, and for each i the sequence {A(n,i)}; , is
nondecreasing and satisfies A; = U,A(n, i). If we let g, = ¥~ (1 —¢€)a @iYa(n,i)> then
gn belongs to .7, and satisfies g, < f;,, and we can use Proposition 1.2.5 to conclude
that
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lim / gndpt = 1imY (1 — £)ai(A(n, 1))

1

k
=

k
=

(1= ea(a) = (1 -e) [ fdu. 0
1

As our next step, we define the integral of an arbitrary [0,+-oco|-valued «7-
measurable function on X. For such a function f, let

'/fdu:sup{/gdu:gejﬁ andggf}.

It is easy to see that for functions f in .#, this agrees with the previous definition.

Let us check a few properties of the integral on the class of [0, +eo]-valued meas-
urable functions. The first of these properties is an extension of Proposition 2.3.2 and
will itself be generalized in Theorem 2.4.1 (the monotone convergence theorem).
It is included here so that it can be used in the proof of Proposition 2.3.4.

Proposition 2.3.3. Let (X, o/, 1) be a measure space, let f be a [0, +o<]-valued <7 -
measurable function on X, and let {f,} be a nondecreasing sequence of functions
in %y such that f(x) =lim, f,(x) holds at each x in X. Then [ fdu =lim, [ f,du.

Proof. Tt is clear that

/fldug/ﬁdliﬁ“'é/fdy;

hence lim,, [ f, du exists and satisfies lim,, [ f,dy < [ fdu. We turn to the reverse
inequality. Recall that [ fdu is the supremum of those elements of [0, +o<] of the
form [ gdu, where g ranges over the set of functions that belong to ., and satisfy
g < f. Thus to prove that [ fdu <lim, [ f,du, it is enough to check that if g is
a function in .%; that satisfies g < f, then [gdu <lim, [ f,du. Let g be such a
function. Then {g A f,} is a nondecreasing sequence of functions in ., for which
g =lim,(g A f,), and so Proposition 2.3.2 implies that [ gdu =lim, [(g A f,)du.
Since [(g A fu)du < [ fodu, it follows that [ gdu <lim, [ f,du, and the proof is
complete. O

Proposition 2.3.4. Let (X, o/, 1) be a measure space, let f and g be [0, +oo]-valued
of -measurable functions on X, and let o, be a nonnegative real number. Then

(@ [afdu=a/fdu,
®) [(f+g)du= [fdu+ [gdu, and
(©) if f(x) < g(x) holds at each x in X, then [ fdu < [gdu.

Proof. Choose nondecreasing sequences {f,} and {g,} of functions in . such
that f = lim, f, and g = lim, g, (see Proposition 2.1.8). Then {o.f, } and {f, + g}
are nondecreasing sequences of functions in . that satisfy af = lim, af, and
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f+g=1im,(f,+gn), and so we can use Proposition 2.3.3, together with the
homogeneity and additivity of the integral on .#;, to conclude that

/afdu:lim/afndu:lima/fndu:a/fdu
and

[+ @du=tim [+ g0 dn

—tim ([ fudu+ [ gnu) = [ rau+ [gan.

Thus parts (a) and (b) are proved. For part (c), note that if f < g, then the class of
functions & in ., that satisfy & < f is included in the class of functions % in .%;
that satisfy i < g; it follows that [ fdu < [gdu. O

Finally, let f be an arbitrary [—eo, +eo]-valued </-measurable function on X. If
[fTdu and [ f~ du are both finite, then f is called integrable (or [-integrable or
summable), and its integral [ fdu is defined by

[rau=[rtau- [ 5 an.

The integral of f is said to exist if at least one of [ f"du and [f~du is finite,
and again in this case, [ fdu is defined to be [ f*du — [ f~ du. In either case one
sometimes writes [ f(x) u(dx) or [ f(x)du(x) in place of [ fdu.

Suppose that f: X — [—eo,+eo| is &7/-measurable and that A € 7. Then f is
integrable over A if the function fy, is integrable, and in this case [, fdu, the
integral of f over A, is defined to be [ fyadu. Likewise, if A € o/ and if f is a
measurable function whose domain is A (rather than the entire space X), then the
integral of f over A is defined to be the integral (if it exists) of the function on X that
agrees with f on A and vanishes on A. In case 1 (A“) = 0, one often writes [ fdu
in place of [, fdu and calls f integrable, rather than integrable over A.

In case X = R and u = A, one often refers to Lebesgue integrability and the
Lebesgue integral. The Lebesgue integral of a function f on R is often written
J f(x)dx. In case we are integrating over the interval [a,b], we may write || : for

f: f(x)dx or, if we need to emphasize that we mean the Lebesgue integral, (L) ff f
or (L) [y f(x)dx.

We define 2! (X, o7, u,R) (or sometimes simply .Z!) to be the set of all real-
valued (rather than [—eo,+-oo]-valued) integrable functions on X. According to
Proposition 2.3.6 below, £ (X, o7, u,R) is a vector space and the integral is a linear
functional on .Z! (X,.o7, i, R).

Lemma 2.3.5. Ler (X,o/,11) be a measure space, and let fi, f», g1, and g be
nonnegative real-valued integrable functions on X such that fi — f> = g1 — g2. Then

Jfidu—[frdu=[gidu— [gdu.
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Proof. Since the functions fi, f», g1, and g, satisfy f| — fo» = g1 — g2, they also
satisfy fi + g2 = g1 + f> and so satisfy

[fran+ [edu=[grau+ [

(Proposition 2.3.4); since all the integrals involved are finite, this implies that

/‘fldﬂ—/fzd.uZ'/gldli—/gzdli- 0

Proposition 2.3.6. Ler (X, <7, 1) be a measure space, let f and g be real-valued
integrable functions on X, and let o be a real number. Then

(a) of and f + g are integrable,

b) [afdu=oa[fdu,

© [(f+g)du=[fdu+ [gdu, and

(d) if f(x) < g(x) holds at each x in X, then [ fdu < [ gdu.

Proof. The integrability of of and the relation [ofdu = o [ fdu are clear if
o = 0. If a is positive, then (o f)" = af " and (o.f)” = of ~; thus (cf)" and
(af)~, and hence ocf, are integrable, and

[aran=[(ar*au- [(an)du
:a/f+d,u—oc/f*du:a/fdu.
If o is negative, then (o.f)™ = —of ™ and (o f)” = —ouf ™, and we can modify the
preceding argument so as to show that ocf is integrable and that [ o f du = [ fdu.

Now consider the sum of f and g. Note that (f +g)" < f*+g7 and (f+g)” <
f~ + g ; thus (Proposition 2.3.4)

[(r+ertaus< [rrans [¢fdu<+e
and
'/(f+g)*du < /f*du+'/g*du < oo,
and so f + g is integrable. Since f + g is equal to (f+g)" — (f +¢g)~ and to
fr+g"—(f +g),it follows from Lemma 2.3.5 that
/(f+g)du = /(f+ +g*)du—/(f* +e& )du,

and hence that [ (f+g)du = [ fdu+ [ gdu.
If f(x) < g(x) holds at each x in X, then g — f is a nonnegative integrable

function; hence [(g— f)du >0,andso [gdu— [ fdu= [(g— f)du >0. O
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Examples 2.3.7.

(a) If u is a finite measure, then every bounded measurable function on (X,.«7, 1)
is integrable.

(b) In particular, every bounded Borel function, and hence every continuous
function, on [a,b] is Lebesgue integrable. (We’ll see in Sect.2.5 that the
Lebesgue integral of a continuous function on [a, b] can be found by calculating
its Riemann integral.)

(c) Suppose that <7 is the o-algebra on N containing all subsets of N and that
is counting measure on .27 It follows from Proposition 2.3.3 that a nonnegative
function f on N is p-integrable if and only if the infinite series Y, f(n) is
convergent, and that in that case the integral and the sum of the series agree.
Since a not necessarily nonnegative function f is integrable if and only if f*
and f~ are integrable, it follows that f is integrable if and only if the infinite
series Y, f(n) is absolutely convergent. Once again, the integral and the sum of
the series have the same value.

(d) Note that a simple measurable function that vanishes almost everywhere is
integrable, with integral 0. We can reach the same conclusion for arbitrary
measurable functions that vanish almost everywhere by first using Proposi-
tion 2.3.3 to deal with nonnegative functions and then using the decomposition
f=fT—f.Fora converse, see Corollary 2.3.12. a

We now consider a few elementary properties of the integral; the basic limit
theorems for the integral will be presented in the next section.

Proposition 2.3.8. Let (X, o/, 11) be a measure space, and let f be a [—oo, ool
valued <f -measurable function on X. Then f is integrable if and only if |f] is
integrable. If these functions are integrable, then | [ fdu| < [|f|du.

Proof. Recall that by definition f is integrable if and only if f* and f~ are
integrable. On the other hand, since |f| = f* + f~, part (b) of Proposition 2.3.4
implies that |f]| is integrable if and only if f* and f~ are integrable. Thus the
integrability of f is equivalent to the integrability of |f|. In case f and |f| are
integrable, the inequality | [ fdu| < [|f|du follows from the calculation

‘/fdu’— ‘/f*clu—/fdu‘ S'/f+d.u+/f7du:/|f|d‘u_ 0

The reader should note that there are functions that are not measurable, and hence
not integrable, but that have an integrable absolute value (see Exercise 3). Hence we
needed to include the measurability of f among the hypotheses of Proposition 2.3.8.

Proposition 2.3.9. Let (X, o, 1) be a measure space, and let f and g be [—oo, 4-oo]-
valued </ -measurable functions on X that agree almost everywhere. If either [ fdu
or [ gdu exists, then both exist, and [ fdu = [ gdu.

Proof. First consider the case where f and g are nonnegative. Let A = {x € X :
f(x) # g(x)}, and let & be the function defined by
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h(x) = +oo ifx €A,
0 ifx¢A.

Then [hdu = 0 (apply Proposition 2.3.3 to the sequence {h,} defined by h, =
nxa). In view of Proposition 2.3.4 and the inequality f < g+ h, this implies that
Jfdu<[gdu+ [hdu = [gdu. A similar argument shows that [gdu < [ fdu.

Thus [ fdu = [gdu.
The case where f and g are not necessarily nonnegative can be reduced to the
case just treated through the decompositions f = f© — f" andg=g" —g". a

Proposition 2.3.10. Let (X, o7, 1L) be a measure space, and let f be a [0,+oo]-
valued <of -measurable function on X. If t is a positive real number and if A, is
defined by Ay = {x € X : f(x) >}, then

uA) < %/Atfdu < [ rau.

Proof. Therelation 0 <ty,, < fxa, < f and part (c) of Proposition 2.3.4 imply that

i an < /Atfdu < [ ran.

Since [tya, du =t (A;), the proposition follows. O

Corollary 2.3.11. Ler (X, </ 1) be a measure space, and let f be a [—eo,+co]-
valued integrable function on X. Then {x € X : f(x) # 0} is o-finite under L.

Proof. Proposition 2.3.10, applied to the function |f]|, implies that the sets Aj, Ay,
... defined by

An—{xeX:|f<x>|zl}

n

have finite measure under p. Thus {x € X : f(x) # 0}, since it is equal to U,A,, is
o-finite under u. O

Corollary 2.3.12. Ler (X,47,11) be a measure space, and let [ be a [—oo,+oo|-
valued of -measurable function on X that satisfies [|f|du = 0. Then f vanishes
u-almost everywhere.

Proof. Proposition 2.3.10, applied to the function | f|, implies that

u({rexsirmiz 1)) <afisian=o
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holds for each positive integer n. Since
1
X: 0 X: > -
[reX: f(x) #0} = U{xe CEEY

the countable subadditivity of p implies that p({x € X : f(x) # 0}) = 0. Thus f
vanishes almost everywhere. O

Corollary 2.3.13. Ler (X,47,11) be a measure space, and let [ be a [—oo,+oo|-
valued integrable function on X such that [, fdu > 0 holds for all A in <f (or even
Jjust for all A in the smallest 6-algebra on X that makes f measurable). Then f >0
holds l-almost everywhere.

Proof. Let A={xe€X: f(x) <0}. Then [ fyadu = [, fdu =0 (since f <0 on
A, yet we are assuming that [, fdu > 0). It follows from Corollary 2.3.12 that f)a
vanishes almost everywhere and hence that f > 0 holds almost everywhere. O

Corollary 2.3.14. Ler (X,o7,11) be a measure space, and let [ be a [—oo,+oo|-
valued integrable function on X. Then |f(x)| < +eo holds at l-almost every x in X.

Proof. Proposition 2.3.10, applied to the function ||, implies that

pltre X 1@ 2 < o [ 1fldu

holds for each positive integer n. Thus

BxE X 1 0] = +oo}) < (v X f@| 2 < - [ I7law

holds for each n, and so pu({x € X : | f(x)| = +oo}) =0 O

Corollary 2.3.15. Let (X,</,11) be a measure space, and let [ be a [—oo,+oo|-
valued <of -measurable function on X. Then f is integrable if and only if there is a
function in £V (X, .o, u,R) that is equal to f almost everywhere.

In other words, a measurable [—co, 4-o0|-valued function f is integrable if and
only if there is an R-valued function that is integrable and equal to f p-almost
everywhere.

Proof. 1f there is a function in .Z' (X, .27, u, R) that is equal to f almost everywhere,
then the integrability of f follows from Proposition 2.3.9. Next suppose that f is
integrable, and let A = {x € X : |f(x)| = +eo}. Then A € <7, and Corollary 2.3.14
implies that (1(A) = 0. It follows that the function f defined by fo = fxac is < -
measurable and agrees with f almost everywhere. Proposition 2.3.9 now implies
that f; is integrable and hence a member of .2 (X, o7, u,R). O
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Exercises

1. Let (X,.o, 1) be a measure space, and let f and g belong to .2 (X,.«7, u,R).
Show that £V g and f A g belong to £ (X,.o7, u,R).

2. Give Borel functions f,g: R — R that are Lebesgue integrable but are such that
fg is not Lebesgue integrable.

3. Show that there is a function f: R — R that is not Lebesgue integrable, but is
such that |f] is Lebesgue integrable. (Hint: Let f = x4 — x5, where A and B are
suitable subsets of R.)

4. Let (X,4/, 1) be a measure space, let f,g: X — [—oo, 40| be integrable, and let
h: X — [—oo,+o0| be an &/ -measurable function that satisfies i (x) = f(x) + g(x)
at y-almost every x in X. Show that A is integrable and that [hdu = [ fdu +
Jgdu.

5. Let (X,«7,u1) be a measure space, and let f: X — [—oo,+o0] be an o7-
measurable function whose integral exists and is not equal to —ece. Show that
if g: X — [—o0,+o0] is an &/ -measurable function that satisfies f < g p-almost
everywhere, then the integral of g exists and satisfies [ fdu < [gdu.

6. Let (X,o7,1) be a measure space, let {f,} be a nondecreasing sequence of
[0,4o0]-valued «7-measurable functions on X, and let f be the function on X
that satisfies f(x) = lim, f,,(x) at each x in X.

(a) Show that if g belongs to ., and satisfies g < f, then for each € in the
interval (0, 1), there is a sequence {g,} in .%; such that g, < f, holds for
each n and such that lim,, [ g,du = (1 —¢) [ gdu. (Hint: See the proof of
Proposition 2.3.2).

(b) Use part (a) to prove that limy, [ f,du = [ fdu. Thus we have another proof
of Proposition 2.3.3 and, at the same time, of Theorem 2.4.1 below (see,
however, the last paragraph of the proof of Theorem 2.4.1).

2.4 Limit Theorems

In this section we prove the basic limit theorems of integration theory. These results
are extremely important and account for much of the power of the Lebesgue integral.
We will use them often in the rest of the book.

Theorem 2.4.1 (The Monotone Convergence Theorem). Let (X, 1) be a
measure space, and let f and fi, f, ... be [0,+o|-valued of -measurable functions
on X. Suppose that

fx) < folx) <l (1)

and
£(3) = tim () @
hold at p-almost every x in X. Then [ fdu =lim, [ f,du.
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In this theorem the functions f and fi, f>, ... are only assumed to be nonnegative
and measurable; there are no assumptions about whether they are integrable.

Proof. First suppose that relations (1) and (2) hold at each x in X. The monotonicity
of the integral (part (c) of Proposition 2.3.4) implies that

/fldHS/fzdyg...S/fdu;

hence the sequence { [ f,du} converges (perhaps to +e), and its limit satisfies
lim, [ f,du < [ fdu. We turn to the reverse inequality. For each n choose a
nondecreasing sequence {g, x}_, of simple [0, 4cc)-valued measurable functions
such that f,, = limy g,, x (Proposition 2.1.8). For each n define a function £, by

hn = max (gl,ng,m- . 7gn,n)'

Then {h,} is a nondecreasing sequence of simple [0,+ec)-valued measurable
functions that satisfy h, < f, and f = lim,h,. It follows from these remarks,
Proposition 2.3.3, and the monotonicity of the integral that

/fdu zlim/h,,du glim/f,,du.

Hence [ fdu =lim, [ f,du.

Now suppose that we only require that relations (1) and (2) hold for almost every
xin X. Let N be a set that belongs to .7, has measure zero under (, and contains
all points at which one or more of these relations fails. The function fyyc and the
sequence { f,xnc} satisfy the hypotheses made in the first part of the proof, and so

/foc du = lig,n/ Jnxnedpt. 3)

Since f,xnc agrees with f, almost everywhere and fyyc agrees with f almost
everywhere, Eq. (3) and Proposition 2.3.9 imply that

[ rau=iim [ f,ap. g

Corollary 2.4.2 (Beppo Levi’s Theorem). Let (X,.<7, L) be a measure space, and
let Y7 | fx be an infinite series whose terms are [0,+oo|-valued <7 -measurable
functions on X. Then

/gﬂW—;/mm

Proof. Use the linearity of the integral, and apply Theorem 2.4.1 to the sequence
{241 fi}y, of partial sums of the series Y;°_; fi. O
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Example 2.4.3. Corollary 2.4.2 can be applied as follows to construct a large class
of measures. Suppose that (X, .o/, 1) is a measure space and that f: X — [0, +eo]
is «/-measurable. Define a function v: &/ — [0,4e0] by V(A) = [, fdu. Then
v(@) =0, and Corollary 2.4.2, applied to the series Y, fxa, . implies that if {A,} is
a sequence of disjoint sets in .27, then v(U,A,) =, V(A,). Thus v is a measure on
(X, ). Moreover Vv is a finite measure if and only if f is y-integrable. O

The next result is often used to show that a function is integrable or to provide an
upper bound for the value of an integral.

Theorem 2.4.4 (Fatou’s Lemma). Let (X, .o, 11) be a measure space, and let { f,, }
be a sequence of [0, 4o|-valued o/ -measurable functions on X. Then

ﬁ@ﬂ@é@#ﬂ@-

Proof. For each positive integer n let g, = infy>, f;. Each g, is &/-measurable
(Proposition 2.1.5), and the relations

gi1(x) <g(x) <.
and
li—mf”(x) = li’rlngn(x>

hold at each x in X. It follows from the monotone convergence theorem
(Theorem 2.4.1) and the inequality g, < f,, that

J1imf,an = [timg,du =tim [ g,du <1im [ f,ap. .

Theorem 2.4.5 (Lebesgue’s Dominated Convergence Theorem). Ler (X, o7, 1)
be a measure space, let g be a [0,~+e<]-valued integrable function on X, and let f
and f1, fa, ... be [—eo,+oo]-valued of -measurable functions on X such that

£(x) = Tim f, (x) 4)
and

Ifa@)] <glx)n=12,... (5)

hold at [-almost every x in X. Then f and f, f>, ... are integrable, and [ fdu =
lim, [ f,du.

Proof. The integrability of f and fi, f», ... follows from that of g; see Proposi-
tion 2.3.8, Proposition 2.3.9, and part (c) of Proposition 2.3.4.
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Let us begin our proof that [ f du = lim, [ f,du by supposing that relations (4),
(5), and
8(x) <Aoo (6)

hold at every x in X. Then {g+ f,} is a sequence of nonnegative <7 -measurable
functions such that (g + f)(x) = lim, (g + f»)(x) holds at each x in X, and so Fatou’s
lemma (Theorem 2.4.4) implies that

[+ fau<iim [(g+ ) du
and hence that
[ ran <tim [ fydu.
n
A similar argument, applied to the sequence {g — f,, }, shows that
[~ an <tim [ (¢~ f,)du
and hence that
tim [ fodp < [ fau.

Consequently [ fdu =lim, [ f,du.

Next suppose that we only require that relations (4), (5), and (6) hold at almost
every x in X (note that, according to Corollary 2.3.14, the hypothesis [ gdu < +oo
implies that relation (6) holds at almost every x in X). We can reduce the present
case to the one we have just dealt with by using a modified version of the final part
of the proof of Theorem 2.4.1; the details are left to the reader. O

Example 2.4.6. Let us note how Theorem 2.4.5 can be used to justify “differentia-
tion under the integral sign.” Let (X, o7, 1) be a measure space, let g: X — [0, 4]
be an integrable function, let / be an open subinterval of R, and let f: X xI — R be
such that

(a) foreachr in I the function x — f(x,#) is integrable,
(b) for each x in X the function 7 — f(x,t) is differentiable on I, and
(c) the inequality

‘JM <) )

t—1

holds for all ¢, fp in I and all x in X.

Define g: I — R by g(r) = [y f(x,7) u(dx). Let us use the dominated conver-
gence theorem to show that g is differentiable on I, with g’ given by g'(r) =
Jx fi(x,1) u(dx) at each r in I (here f; (x,r) denotes the partial derivative with respect
to 1). Suppose that {z,} is a sequence of elements of /, all different from 7, such that
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lim, #, = . Then, in view of inequality (7), the dominated convergence theorem
implies that x — f; (x,%o) is integrable and that

lim@:/xﬁ(x,to)u(dx).

n iy

Combining this with item C.7 in Appendix C finishes the argument. a

Exercises

1. Give sequences {f,}, {g.}, and {h,} of functions in .Z'(R,%(R),A,R) that
converge to zero almost everywhere, but satisfy
(a) lim, [fn dA = oo,

(b) lim, [g,dA =1, and
(c) limsup,, [ h,dA =1 and liminf, [ h,dA = —1.

2. Prove that the monotone convergence theorem still holds if the assumption that
the functions fi, f>, ... are nonnegative is dropped, and the assumption that f;
is integrable is added (note that in this case the integrals of the functions f and
f2, f3, ... exist, but may be +oo).

3. Let (X,«7,1) be a measure space. Use Exercise 2 to show that if {f,} is
a decreasing sequence of measurable functions and if f; is integrable, then
Jlim, fydu = lim, [ f,du (as in Exercise 2 the integrals involved exist, but
may be infinite).

4. Let f, g, and f1, f2, ... be as in the dominated convergence theorem, and define
sequences {p, } and {g,} by p, = infi>, fi and g, = sup;-,, f. Use Exercises 2
and 3, together with the inequality p, < f, < gy, to give another proof of the
dominated convergence theorem.

5. Use Exercise 3, applied to the sequence {h,} defined by h,, = supy~, | fx — f],
to give still another proof of the dominated convergence theorem. (Of course
the functions f and f, f», ... can be modified so that they are real valued and
hence so that f; — f makes sense.)

6. Let (X, <7, U) be a measure space, and let f: X — [0, +oo] be .7 -measurable.

(a) Show that if each value of f is a nonnegative integer or 4o, then [ fdu =
S m({x: £(x) = n).
(b) Now suppose that the values of f are arbitrary elements of [0,+oo] and that
U is finite. Show that the integrability of f is equivalent to the convergence
of the series X u({x: f(x) > n}).
7. Let (X, <) and (Y, %) be measurable spaces. A function K: X X B — [0, +e0]
is called a kernel from (X, /) to (Y, A) if

(i) for each x in X the function B — K(x,B) is a measure on (¥, %), and
(i) for each B in 4 the function x — K (x,B) is &7-measurable.
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Suppose that K is a kernel from (X,./) to (Y,%), that u is a measure on

(X,47), and that f is a [0, 4-co]-valued Z-measurable function on Y. Show that

(a) B— [K(x,B) u(dx) is a measure on (Y, %),

(b) x+— [ f(y)K(x,dy) is an o7 -measurable function on X, and

(c) if v is the measure on (Y,98) defined in part (a), then [ f(y)v(dy) =
J(f f(y)K(x,dy)) n(dx). (Hint: Begin with the case where f is a character-
istic function.)

. (Continuation.) Now suppose that 1 is finite, that sup{K (x,Y) : x € X } is finite,

and that the measurable function f is bounded but not necessarily nonnegative.
Show that
(@) x— [ f(y)K(x,dy) is a bounded <7 -measurable function on X, and

®) [fy)v(dy) = [([f(y)K(x,dy))u(dx). (Here again v is the measure
defined in part (a) of Exercise 7.)

. Let (X, o7, 1) be a measure space, let g be a [0, +oo]-valued integrable function

on X, and let f and f; (for ¢ in [0, +o)) be real-valued .7 -measurable functions
on X such that

and
|fi(x)] < g(x) for 7 in [0, +-o)

hold at almost every x in X. Show that [ fdu = lim;_, ;. [ f; du. (Hint: Give a
simplified version of the argument in Example 2.4.6.)

Let 7 be an open subinterval of R, and let f: R — R be a Borel measurable
function such that x — ¢ f(x) is Lebesgue integrable for each ¢ in I. Define
h: I — R by h(t) = [ge™f(x)A(dx). Show that h is differentiable, with
derivative given by /'(t) = [pxe™ f(x)A(dx), at each ¢ in 1. Of course, it is
part of your task to show that x — xe™ f(x) is integrable for each ¢ in . (Hint:
Use the Maclaurin expansion of e to show that |e¢* — 1| < |ule!*| holds for each
u in R, and use the argument from Example 2.4.6.)

Let (X, </, 1) be a measure space, and let f and fi, f>, ... be nonnegative
functions that belong to .Z! (X, o7, u,R) and satisfy

(i) {fn} converges to f almost everywhere, and
(i) [fdu =1lim, [ fydu.
Show that lim,, [ |f, — f|du = 0.

2.5 The Riemann Integral

This section contains the standard facts that relate the Lebesgue integral to the
Riemann integral. We begin by recalling Darboux’s definition of the Riemann
integral, as given in the Introduction (we use it as our basic definition), and then
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we give a number of details that we omitted earlier. We also give the standard
characterization of the Riemann integrable functions on a closed bounded interval
as the bounded functions on that interval that are almost everywhere continuous.

Let [a,b] be a closed bounded interval. A partition of [a,b] is a finite sequence
{a;}*_, of real numbers such that

a=ayg<a; <---<a=bh.

We will generally denote a partition by a symbol such as & or &,.

If {a;}*_, and {b;}]_, are partitions of [a,b] and if each term of {a;}*_ appears
among the terms of {b;}!_, then {b;}/_, is a refinement of or is finer than {a;}*_,,.

Let f be a bounded real-valued function on [a,b]. If & is the partition {a;}%_,
of [a,b] and if m; = inf{f(x) : x € [a;_1,a;]} and M; = sup{f(x) : x € [a;_1,a;]} for
i=1,...,k, then the lower sum I(f, ) corresponding to f and &7 is defined to be
Zﬁ‘:l mj(a; —a;_), and the upper sum u(f, &) corresponding to f and & is defined
to be Z{'(:l M,'(a,' — a,;l).

It is easy to check that if &2 is an arbitrary partition of [a, b], then

I(f,2) <u(f,2)

and that if 42| and &2, are partitions of [a,b] such that &7, is a refinement of &,
then

l(fﬂ@l)gl(fvyl)

and
u(fv'@2) Su(fagzl>

(first consider the case where &7, contains exactly one more point than &7, and
then use induction on the difference between the number of points in &, and the
number of points in &?1). It follows that if &7| and &7, are arbitrary partitions of
[a,b], then

I(f,21) <u(f, )
(let &5 be a partition of [a, ] that is a refinement of both &) and &, and note that

l(fvyl)Sl(fv'@3)Su(fv'@3)§u(fagzz)>

Hence the set of all lower sums for f is bounded above by each of the upper sums for
f- The supremum of this set of lower sums is the lower integral of f over |a,b] and
is denoted by iz f- The lower integral satisfies iz f <u(f, ) for each upper sum
u(f, <) and so is a lower bound for the set of all upper sums for f. The infimum of
this set of upper sums is the upper integral of f over |a,b] and is denoted by TZ f-

It follows immediately that J” £ < Jo f.1f [*f = [, . then f is Riemann integrable
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on [a,b], and the common value of iz f and TZ f is called the Riemann integral of f
over [a,b] and is denoted by | ab for f: f(x)dx (we’ll occasionally write (R) ff for
(R) ff f(x)dx when we need to make clear which integral we mean).

The following reformulation of the definition of Riemann integrability is often
useful.

Lemma 2.5.1. A bounded function f: [a,b] — R is Riemann integrable if and only
if for every positive € there is a partition & of [a,b] such thatu(f, 2)—1(f, P) < €.

Proof. This is an immediate consequence of the fact that f is Riemann integrable if
and only if

sup I(f, &) =infu(f, ),
together with the fact that if &2 and &7, are partitions such that
u(fvyl)_l(fvﬁ@2) <§g,

then taking a common refinement & of &| and &, gives a partition & such that

u(f, 2)—I(f,P) < e. 0

Example 2.5.2. Suppose that f is a continuous, and hence bounded, function on
[a,b]. Then f is uniformly continuous (Theorem C.12), and so for each positive
number € there is a positive number 6 such that if x and y are elements of [a, b] that
satisfy |x —y| < 6, then |f(x) — f(y)| < €. If € and § are related in this way and if
& is a partition of [a,b] into intervals each of which has length less than 8, then
u(f,2)—1(f,2) < e(b—a). It follows that every continuous function on [a, b] is
Riemann integrable. O

Example 2.5.3. Let f: [0,1] — R be the characteristic function of the set of rational
numbers in [0, 1]. Then f is Lebesgue integrable, and [, ;; fdA = 0. However, as
we noted in the Introduction, every lower sum of f is equal to O and every upper
sum of f is equal to 1; thus f is not Riemann integrable. O

Theorem 2.5.4. Let [a,b] be a closed bounded interval, and let [ be a bounded
real-valued function on |a,b]. Then

(a) f is Riemann integrable if and only if it is continuous at almost every point of
[a,b), and

(b) if f is Riemann integrable, then f is Lebesgue integrable and the Riemann and
Lebesgue integrals of f coincide.

Proof. Suppose that f is Riemann integrable. Then for each positive integer n
we can choose a partition %, of [a,b] such that u(f, %) —I(f, P,) < 1/n. By
replacing the &,’s with finer partitions if necessary, we can assume that for each
n the partition &2, is a refinement of the partition &2,. Define sequences {g,}
and {h,} of functions on [a,b] by letting g, and h, agree with f at the point a and
letting them be constant on each interval of the form (a;_;,a;] determined by &2,
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there having the values inf{f(x) : a;-1 < x < a;} and sup{f(x) : ;-1 < x < a;},
respectively. Then {g,} is an increasing sequence of simple Borel functions that
satisfy g» < f and [, ,ygndA = I(f, ) for each n, and {h,} is a decreasing
sequence of simple Borel functions that satisfy /i, > f and [, ,jindA = u(f, &)
for each n. Since f is bounded, the sequences {g, } and {%,} are bounded. Define
functions g and i by g =lim, g, and h = lim, h,,. Then g and / are Borel measurable,
and the dominated convergence theorem (Theorem 2.4.5) implies that g and h
are Lebesgue integrable, with f[a’b]gdl and f[a?b] hdA equal to lim,[(f, 2?,) and
lim, u(f, 2?,), respectively, and so to the Riemann integral of f. Thus f[a’b] (h—
g)dA = 0. Since in addition A — g > 0, Corollary 2.3.12 implies that

g(x) = h(x) for almost every x in [a, b]. (D)

This relation has two consequences. For the first, note that if g(x) = h(x) and if
x is a point in [a,b] that is not a division point in any of the partitions 42, then
f is continuous at x. Thus (1) implies that f is continuous almost everywhere,
and so half of part (a) is proved. Note also that g < f < h, and so (1) implies
that f is equal to g almost everywhere. It follows that f is Lebesgue measurable
and Lebesgue integrable (Propositions 2.2.2 and 2.3.9) and that the Riemann and
Lebesgue integrals of f are the same; thus part (b) is proved.

We turn to the remaining half of part (a). For this suppose that f is continuous
almost everywhere. For each n let &, be the partition of [a,b] that divides [a,b]
into 2" subintervals of equal length. Use these partitions &7, to construct functions
gn and hy, as in the first part of this proof. The relations f(x) = lim,g,(x) and
f(x) = lim, hy(x) clearly hold at each x at which f is continuous and so at
almost every x in [a,b]. Thus lim, (h, — g,) = 0 holds almost everywhere, and so,
since [, gndA =1(f, Py) and [,y hndA = u(f, P,), the dominated convergence
theorem implies that

lim(u(f. ) = 1(F. 7)) = 0.

Thus for each ¢ there is a partition & of [a, b] such that u(f, &) —I(f, &) < €, and
the Riemann integrability of f follows. O

Example 2.5.5. Since the characteristic function of the set of rational numbers in
[0,1] is not continuous anywhere in [0, 1], part (a) of Theorem 2.5.4 gives another
proof that this characteristic function is not Riemann integrable. O

Example 2.5.6. We saw in the Introduction that the pointwise limit of a bounded
sequence of Riemann integrable functions may fail to be Riemann integrable. Thus
a simple rewriting of the dominated convergence theorem so as to apply to the
Riemann integral will fail. However, in view of Theorem 2.5.4 and the dominated
convergence theorem for the Lebesgue integral, we can repair this difficulty by
adding the hypothesis that the limit function be Riemann integrable. The repaired
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assertion is still not as powerful as the dominated convergence theorem for the
Lebesgue integral, since it can only be applied when we can prove the Riemann
integrability of the limit function. O

It is sometimes useful to view Riemann integrals as the limits of what are called
Riemann sums. For this we need a couple of definitions. A tagged partition of an
interval [a,b] is a partition {a;}X_, of [a,b], together with a sequence {x;}¥_ | of
numbers (called tags) such thata; ;| <x; <a; holdsfori=1, ..., k. (In other words,
each tag x; must belong to the corresponding interval [a;_1,a;].) As with partitions,
we will often denote a tagged partition by a symbol such as &.

The mesh or norm ||Z2|| of a partition (or a tagged partition) & is defined
by || 2| = max;(a; — a;—1), where {a;} is the sequence of division points for &.
In other words, the mesh of a partition is the length of the longest of its subintervals.

The Riemann sum Z(f,Z?) corresponding to the function f and the tagged
partition & is defined by

k

R(f,P) =Y fx)(ai—ai1).

i=1

Since for each i the value f(x;) lies between the infimum m; and the supremum M;
of the values of f on the interval [a;_1,a;], we have

I(f,2) <%(f,2) <ulf, )

for each tagged partition &.

Proposition 2.5.7. A function f: [a,b] — R is Riemann integrable if and only if
there is a real number L such that

lim#(f, ) = L, )

where the limit is taken as the mesh of the tagged partition & approaches 0. If this
limit exists, then it is equal to the Riemann integral [} f.

We can make this more precise if we note that saying limgp Z(f, &) = L
is the same as saying that for every positive € there is a positive & such that
|%Z(f, %) — L| < € holds whenever & is a tagged partition whose mesh is less
than &.

Proof. Suppose there exists a number L such that limg Z(f, &) = L. Let € be a
positive number, choose a corresponding 8, and then choose a partition &y whose
mesh is less than 8. Consider the collection of all tagged partitions & that have the
same division points as &. Each of these tagged partitions has mesh less than &
and so satisfies |2Z(f, &) — L| < €. By choosing the tags appropriately, we can find
tagged partitions &) and %, in this collection that make Z(f, %) and Z(f, %)
arbitrarily close to I(f, %) and u(f, ), which gives us |I(f, Py) — L| < € and
lu(f, Py) — L| < €. It then follows from Lemma 2.5.1 that f is Riemann integrable.
It is easy to check that L= [” f (note that [” f lies between I(f, Z) and u(f, 2)).
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Now suppose that f is Riemann integrable. Let € be a positive number, and
choose a partition &) such that u(f, %y) — I(f, Po) < € (see Lemma 2.5.1). Let N
be the number of subintervals in &2;. We will produce a positive number § such
that each tagged partition & with mesh less than 0 satisfies | Z(f, #) — jab fl < 2e.
We begin by assuming that § is smaller than the mesh of Z; we will presently see
how much smaller we should make it. So let & be a tagged partition with mesh less
than 6. If it happens that & is a refinement of % (i.e., every subinterval of &2 is a
subset of some subinterval of &), then Z(f, &) satisfies

l(fvg())g%(fvg)éu(fvy())

and so belongs to the interval [I(f, Zy),u(f, P)]. Since [ f also belongs to this
interval, it follows that

b
w0 2)= [ s <utr. ) - 15,20 <e.

We turn to the general case, where &7 might not be a refinement of &,. Some of the
intervals [a;_1,a;] in &7 might contain a division point of & as an interior point.
Since there are only N subintervals in &, at most N — 1 subintervals of &2 can
have a division point of &% as an interior point. Build a new tagged partition &’
of [a,b] by taking the subintervals and tags from & but splitting each subinterval
whose interior contains a division point into two subintervals (dividing it at the
corresponding division point) and choosing arbitrary tags in the new intervals. The
differences between Z(f, 2') and Z(f, ) arise only from the split intervals, and
it is easy to check that |Z(f, ) — Z(f, P')| < 2M(N —1)8, where M is an upper
bound for the values of |f]. If we require that 6 be so small that 2M(N —1)6 < €
and note that |Z(f, 2') — [ f| < € (since &' is a refinement of P), then we have

ar2)- [ o< a2 -au.)

b
+'%’(fﬁ’>— / f‘
<2M(N—-1)6+¢€ < 2¢,

and the proof is complete. O

Note that although in the Riemann theory integrals over all of R are defined as
improper integrals, in the Lebesgue theory they can be? defined directly. If f is a
Lebesgue integrable function on R, then the relation

3There are also cases of functions defined on R that are not Lebesgue integrable over R but for
which the corresponding improper integral exists. For instance, define f: R — R by f(x) =0 if
x<land f(x) =(=1)"/nifn<x<n+1,wheren=1,2,....
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a

holds, but as a consequence of the dominated convergence theorem (see Exercise 5),
and not as a definition.

Exercises

1. Suppose thata < b < ¢ and that f is a real-valued function on [a, c|. Show directly
(i.e., without using Theorem 2.5.4) that f is Riemann integrable on [a, c] if and
only if it is Riemann integrable on [a,b] and [b, ¢]. Also show that

c b c
IRV Y
a a b
if f is Riemann integrable on these intervals.
2. Let %) be the set of all Riemann integrable functions on the interval [a,b)].

Show directly (i.e., without using Theorem 2.5.4) that
(@) Hqp) 1s a vector space over R, and

®) f—[ ab f is a linear functional on %, ).

3. Show that a Riemann integrable function is not necessarily Borel measurable.
(Hint: Consider yp, where B is the set constructed in the proof of Proposi-
tion 2.1.11.)

4. Show that there is an increasing sequence { f,} of continuous functions on [0, 1]
such that

(1) 0 < fu(x) < 1 holds for each n and x, and
(i) lim, f;, is not Riemann integrable.

(Hint: Let C be one of the closed sets constructed in Exercise 1.4.4, let U =
[0,1] — C, and choose { f,} so that lim,, f,, = yv.)
5. Show thatif f € XI(R,%’(R),X,R), then

/fdl— hm fdl

a

(Hint: Use the dominated convergence theorem and a modification of the hint
given for Exercise 2.4.9.)
6.(a) Show thatif f: [a,b] — R is Riemann integrable and if m < f(z) < M holds
for all ¢ in the subinterval [c,d] of |a, D], then

d
m(d—c) S/c f(@)dt <M(d—c).
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(b) Prove the fundamental theorem of calculus, in the form given in the Introduc-
tion to this book. (Hint: Use part (a) to estimate %fo(“m).)

7.(a) Suppose that f and g are bounded functions on the interval [a,b] and that €
is positive. Show that if | f(x) — g(x)| < € holds for all x in [a, ], then |£Zf -

8| <e(b—a)and [[of - Togl < e(b—a).

(b) Suppose that {f,} is a sequence of Riemann integrable functions on the
interval [a, b] and that { f,, } converges uniformly to a function f. Show that f is
Riemann integrable and that || : f(x)dx =lim, [: fn(x)dx. (Hint: Use part (a).)

8. Show that as n approaches infinity, the mean of the n values n/(n+1), n/(n+
2), ..., n/(n+n) approaches In(2). (Hint: Write the mean of those values as a
Riemann sum for the integral fol ﬁ dx.)

2.6 Measurable Functions Again, Complex-Valued
Functions, and Image Measures

In this section we give a general definition of measurable functions, and then we
discuss some related concepts and some examples.

Let (X,/) and (Y,%) be measurable spaces. A function f: X — Y is meas-
urable with respect to o/ and 2 if for each B in % the set f~'(B) belongs to
/. Instead of saying that f is measurable with respect to o/ and %, we will
sometimes say that f is a measurable function from (X, <) to (Y, %) or simply
that f: (X, o) — (Y, %) is measurable. Likewise, if A belongs to <7, a function
f: A —Y is measurable if f~'(B) € o/ holds whenever B belongs to 4.

Proposition 2.6.1. Let (X, /), (Y,B), and (Z,€) be measurable spaces, and let
[ (Y, B)—= (Z2,¢)and g: (X, ) — (Y,B) be measurable. Then fog: (X, o) —
(Z,%) is measurable.

Proof. Suppose that C € €. Then f~!(C) € %, and so g~ !(f1(C)) € «. Since
(fog) '(C) =g '(f(C)), the measurability of f o g follows. O

See Exercises 1 and 2 for some applications of the preceding proposition.
The following result is often useful for verifying the measurability of a function.

Proposition 2.6.2. Let (X, <) and (Y,P) be measurable spaces, and let B be
a collection of subsets of Y such that 6(%y) = AB. Then a function f: X — Y is
measurable with respect to </ and % if and only if f~'(B) € o/ holds for each B
in 33().

Proof. Of course, every function f that is measurable with respect to 7 and %
satisfies f~!(B) € o for each B in %). We turn to the converse, and assume that
f~Y(B) € o holds for each B in %,. Let .7 be the collection of all subsets B of
Y such that f~!(B) € <. The identities f~!(Y) = X, f~1(B) = (f ' (B)), and
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f~Y(U.B,) = U,f~1(B,) imply that .Z is a c-algebra on Y. Since .% includes %,
it must include the o-algebra generated by %y, namely Z. Thus f is measurable
with respect to .o/ and A. O

Example 2.6.3. Suppose that (X,<7) is a measurable space and that f is a real-
valued function on X. Proposition 2.1.9 implies that f is .o/-measurable (in the
sense of Sect.2.1) if and only if it is measurable with respect to ./ and #(R).
This conclusion can also be derived from Proposition 2.6.2 (let the collection % in
Proposition 2.6.2 consist of all intervals of the form (—eo,7]; see Proposition 1.1.4).

O

Next we consider extended real-valued functions. Let % (R) be the collection of
all subsets of R of the form BUC, where B € #(R) and C C {—co, +-eo}. It is easy
to check that Z(R) is a o-algebra on R.

Proposition 2.6.4. Let (X, o) be a measurable space, and let f be an extended
real-valued function on X. Then f is szf-measurabl_e (in the sense of Sect. 2.1) if and
only if it is measurable with respect to </ and B(R).

Proof. Tf f is measurable with respect to .7 and %(R), then for each ¢ in R the set
{xeX: f(x) <t}, as the inverse image under f of the set { —eo} U (—oo,?], belongs
to .o7; hence f must be .<7-measurable.

Now assume that f is .o7-measurable. Then f~!({+co}) and f~!({—co}) are
equalto N {xe X : f(x) >n}and N, {x € X : f(x) < —n}, respectively, and so
the inverse image under f of each subset of {—eo, 40} belongs to .«7. In addition
{x € X : —oo < f(x) < +oo} belongs to &7, and Proposition 2.1.9 (applied to the
restriction of f to {x € X : —eo < f(x) < +oo}) implies that f~!(B) belongs to
o/ whenever B is a Borel subset of R. Thus f~'(BUC) € & if B € #(R) and
C C {—oo,+oo}, and so f is measurable with respect to .«7 and ZB(R). O

See Exercise 4 for another proof of Proposition 2.6.4.

Example 2.6.5. Let (X,.<7) be a measurable space, and let f be an R¢-valued
function on X. Let fi, ..., f; be the components of f, i.e., the real-valued
functions on X that satisfy f(x) = (fi(x),f2(x),...,fa(x)) at each x in X. Then
Proposition 2.6.2 and part (b) of Proposition 1.1.5 imply that f is measurable with
respect to <7 and %’(Rd )ifand only if fi, ..., f are «7-measurable. It follows from
this remark and Propositions 2.1.5 and 2.1.7 that the class of measurable functions
from (X,.7) to (R4, (R?)) is closed under the formation of sums, scalar multiples,
and limits. O

Example 2.6.6. Now consider the space R?, and identify it with the set C of
complex numbers. The remarks just above imply that a complex-valued function
on (X, /) is measurable with respect to </ and Z(C), that is, with respect to &7
and %(IR?), if and only if its real and imaginary parts are .«7-measurable, and that
the collection of measurable functions from (X, <) to (C,%(C)) is closed under
the formation of sums and limits and under multiplication by real constants. Similar
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arguments show that the product of two measurable complex-valued functions on X
is measurable; in particular, the product of a complex number and a complex-valued
measurable function is measurable. O

Let (X,%7,u1) be a measure space. A complex-valued function f on X is
integrable if its real and imaginary parts R(f) and 3(f) are integrable; if f is
integrable, then its integral is defined by

[ rau=[S(pdu-+i[3(ndu.

It is easy to check that if f and g are integrable complex-valued functions on X and
if ¢ is a complex number, then

(a) f+gand of are integrable,
(b) [(f+g)du=[fdu+ [gdu,and
© J(of)du=affdu.

The dominated convergence theorem (Theorem 2.4.5) is valid if the functions f and
f1, f>, ... appearing in it are complex-valued (consider the real and imaginary parts
of these functions separately).

Proposition 2.6.7. Let (X, o/, 1) be a measure space, and let f be a complex-
valued function on X that is measurable with respect to </ and 9(C). Then f is
integrable if and only if |f| is integrable. If these functions are integrable, then

|[fau| < [|fldu.

Proof. The measurability of |f| is easy to check (see Exercise 2). Let R(f) and
3(f) be the real and imaginary parts of f. If f is integrable, then the integrability of
| f] follows from the inequality | f| < |R(f)|+|3(f)|, while if | f| is integrable, then
the integrability of f follows from the inequalities |R(f)| < |f] and |S(f)| < |f]
(see Proposition 2.3.8). Now suppose that f is integrable. Write the complex number
J fdu in its polar form, letting w be a complex number of absolute value 1 such that

franesf .

If we divide by w and use that fact that [w~!| = 1, we find

’/‘f"“‘ :W”'/fdu = /(w”f)du = /‘ﬁ(w’lf)du < / \Fldu,

and the proof is complete. O

Let (X,7,1) be a measure space, let (Y, %) be a measurable space, and let
f: (X,) — (Y, %) be measurable. Define a [0, +oo]-valued function pf~! on %
by letting wf~'(B) = u(f~'(B)) for each B in %. Clearly uf~'(@) = 0. Note
that if {B,} is a sequence of disjoint sets that belong to %, then {f~'(B,)} is a
sequence of disjoint sets that belong to ./ and satisfy f~'(U,B,) = Unf ' (B,);
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it follows that pf~'(U,B,) = ¥, uf~'(B,) and hence that yf~! is a measure on
(Y,9B). The measure* uf~! is sometimes called the image of u under f.

Proposition 2.6.8. Let (X, .o/, 1) be a measure space, let (Y, %) be a measurable
space, andlet f: (X, %) — (Y,9B) be measurable. Let g be an extended real-valued
B-measurable function on Y. Then g is uf~'-integrable if and only if go f is U-
integrable. If these functions are integrable, then

[ sdur )= [ (g0 rdu.

Proof. The measurability of go f follows from Propositions 2.6.1 and 2.6.4. We turn
to the integrability of g and g o f. First suppose that g is the characteristic function
of aset Bin 2. Then go f is the characteristic function of f~!(B), and [, gd(uf~")
and [y (go f)du are both equal to p(f~!(B)). Thus the identity

[ edur™) = [ (g0 ndu

holds for characteristic functions. The additivity and homogeneity of the integral
(Proposition 2.3.4) imply that this identity holds for nonnegative simple %-
measurable functions, and an approximation argument (use Proposition 2.1.8 and
Theorem 2.4.1) shows that it holds for all [0, 4-oo]-valued Z-measurable functions.
Since an arbitrary Z-measurable function can be separated into its positive and
negative parts, the proposition follows. a

We derive two elementary consequences of Proposition 2.6.8. First suppose that
f: R — Ris defined by f(x) = —x. Then A f~! = A, and so a Borel function g on R
is Lebesgue integrable if and only if the function x — g(—x) is Lebesgue integrable.
If these functions are integrable, then

a0 = [ g(-2)A@x).
A similar argument shows that if y € R, then a Borel function g is Lebesgue

integrable if and only if the function x — g(x+y) is Lebesgue integrable. If these
functions are integrable, then

Je@awn) = [stx+y)a(av.

4 Another notation for pf~'is o f~1.
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Exercises

1. Let (X, /) be a measurable space. Use Proposition 2.6.1 and Example 2.1.2(a)
to give another proof that if f,g: X — R are measurable, then f+ g and fg
are measurable. (Hint: Consider the function H: X — R? defined by H(x) =
(F(x).8(x)).)

2. Show that if f is a measurable complex-valued function on (X,.«/), then |f]| is
also measurable.

3. Let (X, <) be a measurable space, and let f,g: X — C be measurable. Show
that if g does not vanish, then f/g is measurable.

4. (a) Show that Z(R) is the o-algebra on R generated by the intervals of the form

[—oo,1].
(b) Use part (a) of this exercise, together with Proposition 2.6.2, to give another
proof of Proposition 2.6.4.

5. Let X and Y be sets, and let f be a function from X to Y. Show that
(a) if & is a o-algebraon X, then {BC Y : f!(B) € &/} is a o-algebraon Y,
(b) if Zis a o-algebraon Y, then {f~'(B) : B € 4} is a o-algebra on X, and
(c) if € is a collection of subsets of Y, then

o({f 1(C):ceey)={f"'(B):Bca(?)}.

6. Let u be a nonzero finite Borel measure on R, and let F: R — R be the
function defined by F(x) = p((—oo,x]). Define a function g on the interval
(0,limy_ 1 F(x)) by

glx)=inf{reR:F(t) > x}.

(a) Show that g is nondecreasing, finite valued, and Borel measurable.
(b) Show that & = Ag~'. (Hint: Start by showing that u(B) = A(g~'(B)) when
B has the form (—eo,b].)
7. Show that a convex subset of R? need not be a Borel set. (Hint: Consider an open
ball, together with part of its boundary.)

Notes

See the notes for Chap. 1 for some alternative expositions of basic integration theory.
At some point the reader should work through the constructions of the integral given
in some of those references. The construction given by Halmos [54] is useful for the
study of vector-valued functions (see also Appendix E).

There is an approach to integration theory, due to Daniell [32] and Stone [114],
in which the integral is developed before measures are introduced. For an outline of
this approach, see Sect. 7.7, and see the notes at the end of Chap. 7.



Chapter 3
Convergence

In this chapter we look in some detail at the convergence of sequences of functions.
In Sect.3.1 we define convergence in measure and convergence in mean, and
we compare those modes of convergence with pointwise and almost everywhere
convergence. In Sect. 3.2 we recall the definitions of norms and seminorms on vector
spaces, and in Sects. 3.3 and 3.4 we apply these concepts to the study of the L
spaces and to the convergence of functions in certain (semi-)norms, the p-norms.
Finally, in Sect. 3.5 we begin to look at dual spaces (the spaces of continuous linear
functionals on normed vector spaces). We will continue the study of dual spaces
in Sects. 4.5, 7.3, and 7.5, by which time we will have developed enough tools to
analyze and characterize a number of standard dual spaces.

3.1 Modes of Convergence

In this section we define and study a few modes of convergence for sequences of
measurable functions. For simplicity we will discuss only real-valued functions.
It is easy to check that everything can be extended so as to apply to complex-valued
functions and to [—oco, +oo]-valued functions that are finite almost everywhere.!

Let (X,47, 1) be a measure space, and let f and fi, f2, ... be real-valued <7 -
measurable functions on X. The sequence {f, } converges to f in measure if

limp({x € X2 [fulx) = f(x)| > €}) =0

'"We can verify our results in the case of [—oo,~oo]-valued functions that are finite almost
everywhere by choosing a p-null set N such that the functions f and fj, f>, ... are all finite outside
N and then replacing f and fi, f2, ... with the functions g and g1, g2, ... defined by g = f ync and
&n = fuxne. This enables us to avoid the complications caused by expressions like f,(x) — f(x)
when f;(x) or f(x) is infinite.
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