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that if A and B belong to (R), then A x B belongs to (R?). Since Z(R) x B(R)
is the o-algebra generated by the collection of all such rectangles A x B, it must be
included in Z(RR?). Thus Z(R) x B(R) = B(R?). O

Let us introduce some terminology and notation. Suppose that X and Y are sets
and that E is a subset of X x Y. Then for each x in X and each y in Y the sections Ey
and EY are the subsets of Y and X given by

E.={yeY:(x,y)€E}

and
EY={xeX:(x,y) €E}.

If f is a function on X x Y, then the sections f, and f* are the functions on Y and X
given by

L) = f(xy)

and

F(x) = f(x.y).

Lemma 5.1.2. Let (X, /) and (Y,9B) be measurable spaces.

(a) If E is a subset of X X Y that belongs to o/ X 9, then each section E, belongs
to A and each section E? belongs to <f .

(b) If f is an extended real-valued (or a complex-valued) o/ x ZB-measurable
Sfunction on X XY, then each section fy is B-measurable and each section f? is
o/ -measurable.

Proof. Suppose that x belongs to X, and let .% be the collection of all subsets E of
X x Y such that E, belongs to %. Then .% contains all rectangles A x B for which
A € o and B € & (note that (A X B), is either B or &). In particular, X XY € Z.
Furthermore, the identities (E€), = (Ex)¢ and (U,Ep)x = Un((Ey)y) imply that .
is closed under complementation and under the formation of countable unions; thus
Z is a o-algebra. It follows that .% includes the o-algebra &7 x % and hence that
E, belongs to # whenever E belongs to .o/ x 8. A similar argument shows that E”
belongs to o7 whenever E belongs to o7 x 8. With this part (a) is proved.

Part (b) follows from part (a) and the identities (f;)~'(D) = (f~'(D)), and
()" (D) = (F (D))" 0

Proposition 5.1.3. Let (X, o/, 1) and (Y,%,V) be o-finite measure spaces. If E
belongs to the c-algebra of X P, then the function x — V(E,) is </ -measurable
and the function y — W(E>) is $B-measurable.

Proof. First suppose that the measure Vv is finite. Let .% be the class of those sets E
in &/ x % for which the function x — v(E,) is &/ -measurable (Lemma 5.1.2 implies
that E, belongs to 4, and hence that v(E,) is defined). If A € & and B € £, then
V((A x B)y) = v(B)xa(x), and so the rectangle A x B belongs to .%#. In particular,
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the space X x Y belongs to .%. Note that if E and F are sets in &/ X % such
that E C F, then v((F — E)y) = V(Fy) — V(Ey), and that if {E,} is an increasing
sequence of sets in &7 X B, then V((UpEy)x) = lim, v((E,),); it follows that . is
closed under the formation of proper differences and under the formation of unions
of increasing sequences of sets. Thus .% is a d-system (see Sect. 1.6). Since the
family of rectangles with measurable sides is closed under the formation of finite
intersections (note that

(A1 X B1) N (A2 X By) = (A1 NA2) x (B1NBy)),

Theorem 1.6.2 implies that .# = &/ x 8. Thus x — V(E,) is measurable for each E
in.o/ X A.

Now suppose that v is o-infinite, and let { D, } be a sequence of disjoint subsets of
Y that belong to 4, have finite measure under v, and satisfy U,D,, =Y. Define finite
measures Vi, Va, ... on A by letting v,(B) = v(BND,). According to what we have
just proved, for each n the function x — v, (E;) is </-measurable; since v(E,) =
Y. Vu(Ex) holds for each x, the measurability of x — Vv(Ey) follows. The function
y+— (E?) can be treated similarly, and so the proof is complete. a

Theorem 5.1.4. Let (X,</,1) and (Y,%B,v) be o-finite measure spaces. Then
there is a unique measure |1 X v on the G-algebra of x 9 such that

(1 % V)(A x B) = n(A)V(B)

holds for each A in o/ and B in 9B. Furthermore, the measure under |L X v of an
arbitrary set E in o/ X A is given by

(uxv)(E) = [ vEu(@) = [ u(E)vidy). (1)

The measure p x v is called the product of u and v.

Proof. The measurability of x — v(Ex) and y — u(EY) foreach E in o/ x 2 follows
from Proposition 5.1.3. Thus we can define functions (¢t x v); and (i X v); on
o % B by (ux V)i(E) = [y v(E)u(dx) and (u x v)2(E) = fy u(E*) v(dy). T
is clear that (u x v)1(@) = (U x v)2(2) = 0. If {E,} is a sequence of disjoint
sets in .o X B, if E = U,E,, and if x € X, then {(E,).} is a sequence of disjoint
sets in Z such that Ex = U, ((E,)x) and hence such that v(Ey) = Y, V((E,)x); thus
Corollary 2.4.2 implies that

(uxvn(E) = |

JX

VED () =3, [ V((E))pdx) = S (ux V) (En)

n

and so (U x V) is countably additive. A similar argument shows that (1 x v), is
countably additive. It is easy to check that if A € & and B € 4, then

(1 X V)1(4 x B) = w(A)V(B) = (1t x V)2(A x B).
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Hence (1 x v); and (u x v), are measures on .2/ X 4 that have the required values
on the rectangles with measurable sides.

The uniqueness of 1 x v follows from Corollary 1.6.4. Thus (it X v); = (1 X V)2,
and Eq. (1) holds for each E in &/ x A. a

Example 5.1.5. Let us look again at the space R2. We have already shown that
B(R?) = B(R) x B(R). Let A; be Lebesgue measure on the Borel subsets of R,
and let A, be Lebesgue measure on the Borel subsets of R?. Each rectangle in R?
of the form (a,b] X (c,d] is assigned the same value, namely (b —a)(d — ¢), by A,
and by A; x A;; thus Proposition 1.4.3 or Corollary 1.6.4 implies that A, = A; X A;.
With this we have a second construction of Lebesgue measure on R. O

Exercises

1. Use the results of Sect. 5.1 to give another solution to Exercise 1.4.1.

2. Let (X, <, 1) and (Y, 2, Vv) be o-finite measure spaces, and let E belong to &7 x
2. Show that if p-almost every section E; has measure zero under v, then v-
almost every section E” has measure zero under L.

3. Show that every (d — 1)-dimensional hyperplane in R? has zero d-dimensional
Lebesgue measure (a (d — 1)-dimensional hyperplane is a set that has the form
{x € R?: Y, a;x; = b} for some b in R and some nonzero element (ay,...,a,) of
RY).

4. Let (X,.2/) and (Y, %) be measurable spaces.

(a) Use Proposition 2.6.2 to show that for each y in ¥ the function x — (x,y)
is measurable with respect to &/ and &/ X Z and that for each x in X the
function y — (x,y) is measurable with respect to % and &7 x 2.

(b) Use part (a) to give another proof of Lemma 5.1.2. (See Proposition 2.6.1.)

5. Let . be the o-algebra of Lebesgue measurable subsets of R, and let .#, be the
o-algebra of Lebesgue measurable subsets of R?. Show that .#5 # .#\ x .
(Hint: Which subsets of R can arise as sections of sets in .#>?)

6. Let (X, /) and (Y, %) be measurable spaces, and let K be a kernel from (X,<7)
to (Y, %) such that K(x,Y) is finite for each x in X (see Exercise 2.4.7).

(a) Show that the formula (x,E) — K(x,Ey) defines a kernel from (X,.«) to
(X XY, o X B).
(b) Show that if u is a measure on (X, <), then

Er / K(x, Ex) pt(dx)

defines a measure on & X Z.
(c) How can the existence of the product of a pair of finite measures be deduced
from parts (a) and (b) of this exercise?
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7. Let (X,.7) and (Y, %) be measurable spaces. Show that if C € &7 x 2, then the
collection of sections {Cy : x € X} has at most the cardinality of the continuum.
(Hint: See Exercise 1.1.7. Show that if

Ceo({A,xB,:n=1,2,...})

and if x; and x; belong to exactly the same A,’s, then Cy, = Cy,. Next use the
function x — {yxa,(x)} to map X into {0,1}", and note that {0,1}" has the
cardinality of the continuum (see A.8).)

8. Show that if the cardinality of X is larger than that of the continuum and if &7 is
a o-algebra on X, then the diagonal in X x X (that is, the set {(x1,x;) € X x X :
x1 =x2}) does not belong to &7 x <. (Hint: Use Exercise 7.)

5.2 Fubini’s Theorem

The following two theorems enable one to evaluate integrals with respect to product
measures by evaluating iterated integrals.

Proposition 5.2.1 (Tonelli’s Theorem). Ler (X, o7, 1) and (Y,%,V) be G-finite
measure spaces, and let f: X X Y — [0, 40| be o7 x FB-measurable. Then

(a) the function x — [, fydVv is o -measurable and the function y — [y f¥du is
AB-measurable, and

(b) f satisfies

V) = /(/fxdv> /Yl('/xfydu) vidy). (1)

Note that the functions f; and f~ are nonnegative and measurable (Lemma 5.1.2);
thus the expression [, fydVv is defined for each x in X and the expression [y f7du
is defined for each y in Y. Note also that (1) can be reformulated as

[t = [ ([ esvian) w)

- [ ([routan ) vian,

Proof. First suppose that E belongs to &/ x % and that f is the characteristic
function of E. Then the sections f, and f¥ are the characteristic functions of the
sections Ex and E”, and so the relations [ fydv = v(E;) and [ f*du = u(E”) hold
for each x and y. Thus Proposition 5.1.3 and Theorem 5.1.4 imply that conclusions
(a) and (b) hold if f is a characteristic function. The additivity and homogeneity of
the integral now imply that they hold for nonnegative simple .o/ X Z8-measurable
functions, and Proposition 2.1.5, Proposition 2.1.8, and Theorem 2.4.1 imply that
they hold for arbitrary nonnegative .of' x Z-measurable functions. O
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Note that (1) is applicable to each nonnegative 7 x %8-measurable function,
integrable or not; thus one can often determine whether an ./ x 9-measurable
function f is integrable by using Proposition 5.2.1 to calculate [ |f|d(u x v).

Theorem 5.2.2 (Fubini’s Theorem). Ler (X, 1) and (Y,%B,v) be o-finite
measure spaces, and let f: X XY — [—oco, +oo| be o X PB-measurable and |1 X V-
integrable. Then

(a) for p-almost every x in X the section f is v-integrable and for v-almost every
yinY the section [ is |-integrable,
(b) the functions Iy and Jy defined by

Jy fxdv if fx is v-integrable,
Iy(x) = )
0 otherwise

and

vfrdu if f7is p-integrable,
#M—{k

0 otherwise

belong to L' (X, ,u,R) and L (Y, %, andv,R), respectively, and
(¢) the relation

fd(uxv):/lfdu:/dev
XxY b Y

holds.

Note that part (c) of this theorem is just a precise way of rephrasing equation (1)
in the case where f is integrable but not necessarily nonnegative.

Proof. Let fT and f~ be the positive and negative parts of f. Lemma 5.1.2 implies
that the sections fy, (f7)x, and (f7); are %-measurable, and Proposition 5.2.1
implies that the functions x+— [(f),dv andx+> [(f ™), dV are &7-measurable and
u-integrable and hence that they are finite -almost everywhere (Corollary 2.3.14).
Thus f; is v-integrable for almost every x. Let N be the set of those x for which
J(fT)xdv =eoor [(f)rdv = +oeo. Then N belongs to o7, and I7(x) is equal to 0
if x € N andis equal to [(fT).dv — [(f)cdVv otherwise; consequently /s belongs
to ' (X, ,u,R). Propositions 5.2.1 and 2.3.9 now imply that

[rawxvy= [ rrawxv)- [ 1 d@xv)

~[(Juronav)wa [ ([t mav) uan
= /Ifdu.

Similar arguments apply to the functions f* and J¢, and so the proof is complete.
O
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Of course we can deal with a complex-valued function on X x Y by separating it
into its real and imaginary parts.

We briefly sketch the theory of products of a finite number of measure spaces.
Let (X1,9,11), - - ., (Xu, %, Uy) be o-finite measure spaces. Then

AR YA

is defined to be the o-algebra on X; x --- X X,, generated by the sets of the form
Apx--- XA, where A; € o fori=1, ..., n. Itis not hard to check thatif 1 <k <n
and if we make the usual identification of (X} X -+ X Xi) X (Xjuq X -+ X X;,) with
Xj X -+ x X, then

(MX"'X%)X(M{JAX“'X%):'Q{lx"'x%-

Thus we can use Theorem 5.1.4 (applied n — 1 times) to construct a measure
Uy X -+ X U, on ] X --- X @, that satisfies

(1 X - X ) (A X X Ap) = Wi(Ar) - i (Ag)

whenever A; € & for i = 1, ..., n. Corollary 1.6.4 implies that the measure
Uy X --- X U, is unique. Integrals with respect to y; x --- X U, can be evaluated
by repeated applications of Proposition 5.2.1 or Theorem 5.2.2.

Exercises

1. Let A be Lebesgue measure on (R,#(R)), let u be counting measure on
(R, 2(R)), and let f: R> — R be the characteristic function of the line
{(x,y) € R? : y = x}. Show that

[ [ reyuanaan # [ [ £y o ua.
2. Suppose that f: R? — R is defined by

1 ifx>0andx<y<x+1,
flry)=4q -1 ifx>0andx+1<y<x+2,

0 otherwise.

Show that [[ f(x,y)A(dy)A(dx) # [[ f(x,y)A(dx)A(dy). Why does this not
contradict Theorem 5.2.27
3. (a) Let u be ameasure on (X,.o7). Show that if u is o-finite, then there are finite
measures [, Uy, ... on (X,./) such that u =Y, .
(b) Show by example that the converse of part (a) does not hold.
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(c) Let (X, 7, 1) and (Y, 2, Vv) be measure spaces, and let f: X x Y — [0, +o0]
be .o/ x Z-measurable. Show that if u and v are sums of series of finite
measures, then the functions x — [ f(x,y) v(dy) and y — [ f(x,y) u(dx) are
measurable, and

.//f(xvy) v(dy) p(dx) = //f(w)u(dx) v(dy).

4. Let (X,«7) and (Y, %) be measurable spaces, let y; and i, be finite measures
on (X, %), and let v| and v; be finite measures on (Y, .%). Show that if u, < g
and v, < vy, then Uy X vo < U X vi. How are the various Radon—Nikodym
derivatives related? (Hint: Do both parts at once, showing that (i, X v, can be
computed by integrating an appropriate function with respect to f; X vy.)

5. Let (X,), (Y,%), K, and u be as in Exercise 5.1.6, and let v be the measure
on (X x Y, x #) defined in part (b) of that exercise. Show thatif f: X xY —
[0, +e0] is &7 x ZB-measurable, then
(@ x— [ f(x,y)K(x,dy) is &/ -measurable, and
() [ Fav = ] £(x,)K(x,dy) p(d).

6. Let (X,/,1) and (Y, 4, V) be o-finite measure spaces, let (.7 x %), xv be the
completion of &/ X % under y X v, and let & X v be the completion of @ X v.

(a) Suppose that f: X XY — [0,4-e0] is (& x B), xv-measurable. Show that f,
is #y-measurable for p-almost every x in X and that fY is .27,-measurable
for v-almost every y in Y. Show also that if [ f(x,y)V(dy) is defined to be
0 whenever f; is not %\, -measurable and [ f(x,y)I(dx) is defined to be 0
whenever f7 is not /,-measurable, then

[ ra@sv) = [ [ xnvanman = [ [ e aaviay).

(Hint: See Proposition 2.2.5.)
(b) State and prove an analogous modification of Theorem 5.2.2.

5.3 Applications

We begin by noting a couple of easy-to-derive consequences of the theory of product
measures.

Example 5.3.1. Let (X,</,u) be a o-finite measure space, let A be Lebesgue
measure on (R, %(R)), and let f: X — [0,4c0] be o/-measurable. Let E be
defined by

E={(x,y) eXxR:0<y< f(x)};
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in other words, E is the “region under the graph of f.” Then E belongs to &7 x (R)
(check this), and so its measure under X A can be computed using Theorem 5.1.4.

On the one hand,
I‘LX‘L /‘L a'() /f('()‘u(“‘x)

while on the other,

(X 2)(E) = [ wE)A@) = [ u({reX: 100> Ad).

Thus we have the often useful relation
| rn@o = [ ulirex: s >yhar o

Example 5.3.2. Next we use Fubini’s theorem to derive a familiar result about
double series. Let Y, , an,n be a double series, and let (i be counting measure on
N (more precisely, on the o-algebra of all subsets of N). The series Y, , dm is
absolutely convergent if and only if the function (m,n) — ap » is i X /,L-integrable.
Thus Fubini’s theorem implies that if Y, , @, is absolutely convergent, then
Y X Amn = Yoo oo @mp; in other words, the order of summation can be
reversed for absolutely convergent series. See also Exercise 3. a

Let us consider one version of integration by parts. Another version will be
discussed in Sect. 6.3.

Proposition 5.3.3. Let F, G: R — R be bounded nondecreasing right-continuous
functions that vanish' at —es, let Ur and Ug be the measures they induce on %B(R),
and let a and b be real numbers such that a < b. Then
"~ F(x)+F(x— G(x)+ G(x—
PR R e R M
[a.b] 2 [a,b] 2

=F(b)G(b) — F(a—)G(a—).

Proof. Let S be the square [a,b] X [a,b], and let T} and T, be the triangular
regions consisting of those points (x,y) in S for which x > y and for which x < y,
respectively. We compute the measure of S under Ur X U in two ways. On the
one hand,

(ur > uG)(S) = pr ([a, b)) uG([a, b)) = (F(b) — F(a—))(G(b) = G(a—)).  (2)

'In other words, lim, , . F(x) = lim,, o G(x) =0.
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On the other hand, the relation S = 77 UT; and Theorem 5.1.4 imply that
(<)) = [ polfaxur@)+ | pr(la)po(@). )
a, a,

If we replace the “dummy variable” y in this equation with x and express t¢([a,x])
and Ur([a,x)) in terms of G and F, then the right-hand side of (3) becomes

(G(x) = Gla=))p(dx) + [ (Flx=) = F(a=) Ho(dx).
la,b] [a,b]

Equating this to the expression on the right side of (2) and using a little algebra gives
/[ , GLmr(d) + /[ , P H6(d) = F()G(2) — F(a)Gla-).
a, a,
The functions F' and G can be interchanged in this identity, yielding

Gl p()+ [ F(3) o) = F(B)G(B) ~ Fla-)Gla-).
[a,b] Jla,b)

These two equations together imply Eq. (1). a

See Exercises 4 and 5 for more information about Eq. (1).
Our last application of Fubini’s theorem is to the convolution of functions in
LY R, B(R),1).

Proposition 5.3.4. Let f and g belong to L' (R, B(R), ). Then

(a) for almost every x the function t — f(x —1t)g(t) belongs to ' (R, B(R),1),
and
(b) the function f * g defined by

Jfx—t)g(t)dr ift > f(x—1t)g(t) is Lebesgue integrable,

0 otherwise

f*g(X)—{

belongs to £ (R, B(R), A and satisfies || f+ g 1 < || fI|1]lgll-

Proof. We begin by checking that the function (x,7) — f(x—17)g(z) is measurable
with respect to Z(IR?), and hence (see Sect.5.1) with respect to Z(R) x Z(R).
The function (x,t) — f(x —t) is the composition of the continuous, and hence
Borel measurable, function (x,7) — x —¢ with the Borel measurable function f;
thus it is Borel measurable (Proposition 2.6.1). A similar argument shows that
(x,1) — g(t) is Borel measurable. Consequently the function (x,#) — f(x—1)g(z) is
Borel measurable.
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Thus we can use Proposition 5.2.1 and the translation invariance of Lebesgue
measure (see the remarks at the end of Sect. 2.6) to justify the calculation

/|f — 1)) d(A x 1) (x,1) //|f — )g()| A(dx) A (dr)
:/|\f||1|g(f)|/1(df):||f|\1||8||1- 4)

It follows that (x,#) — f(x—1)g(¢) belongs to
LY R2, B(R) x BR),A x L),

and so Fubini’s theorem implies that # — f(x—7)g(¢) is integrable for almost every x.
Since |f*g(x)| < [|f(x—1)g(t)| A (dt) holds for each x in R, Fubini’s theorem and
calculation (4) also imply that f * g belongs to .Z! (R, 2(R), 1) and that || f * g||1 <
£l O

The convolution of the functions f and g in .Z!(R,%(R),A) is the function
f * g defined in part (b) of Proposition 5.3.4. Note that if fi, f>, g1, and g, belong
to ' (R,B(R),A) and if f; = f> and g; = g» hold A-almost everywhere, then
(f1*21)(x) = (f2 * g2)(x) holds at each x in R. Thus convolution, which we have
defined as an operator that assigns a function in 2! (R, %(R), 1) to each pair of
functions in ' (R, %(R), ), can be (and usually is) considered as an operator that
assigns an element of L' (R, %(R), 1) to each pair of elements of L' (R, Z(R),1).

Convolution turns out to be a fundamental operation in harmonic analysis.
Although we do not have space to develop its properties in detail, a few are presented
in the exercises below. See Chap. 10 for convolutions in probability theory, and see
Sect. 9.4 for convolutions in a much more general setting.

Exercises

1. Let u be a o-finite measure on (X,<”), and let f,g: X — [0,+oc] be «7-
measurable functions such that

p({x: f(x) > 1)) <p({x:glx) >1})

holds for each positive 7. Show that [ fdu < [gdu.
2. Let u be a o-finite measure on (X, /), let f: X — [0, +ec] be 7-measurable,
and let p satisfy 1 < p < 4-co. Show that

[rrau= [ pr e g0 >
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3. Let %, ,amn be a double series whose terms are nonnegative. Show that
Zm Zn Amn = Zn Zm Am,n
(a) by applying Proposition 5.2.1, and
(b) by checking directly that 3, 3, @, and Y, 3, am , are both equal to

sup { 2 A,y - F is a finite subset of N x N} .
(

m,n)eF

(Note that we did not assume that the series involved are convergent.)
4. Show that if the functions F and G in Proposition 5.3.3 have no points of
discontinuity in common, then Eq. (1) can be replaced with the equation

| F@uo+ [ G600 ue(d) = F(B)G() - Fla-)Gla-).
[a,b] la,b]

5. Show by example that formula (1) of Proposition 5.3.3 cannot in general be
replaced with the formula in Exercise 4.

6. Show that if f and g belong to .Z' (R, Z(R),A), then f * g = g f. (Hint: See
the remarks at the end of Sect.2.6.)

7. Show that if f and g belong to .Z!(R,%(R),A) and if g is bounded, then f * g
is continuous. (Hint: See Exercise 3.4.5.)

8. Suppose that A is a Borel subset of R that satisfies 0 < A (A) < +oo.

(a) Show that the function x — A(A N (x+A)) is continuous and is nonzero
throughout some open interval about 0 (of course x + A is the set {x+a:
a € A}). (Hint: Consider y_ * x4, where —A = {—a : a € A}, and use
Exercise 7.)

(b) Use part (a) to give another proof of Proposition 1.4.10.

Notes

The theory of products of a finite number of o-finite measure spaces, as given in this
chapter, can be found in almost every book on measure and integration. The theory
of products of an infinite number of measure spaces of total mass 1, as presented in
Sect. 10.6, is needed for the study of probability and can be found in some books on
measure theory and in most books on measure-theoretic probability.

The proof of Proposition 1.4.10 indicated in Exercise 5.3.8 was shown to me by
Charles Rockland and (independently) by Lee Rubel.



Chapter 6
Differentiation

In this chapter we look at two aspects of the relationship between differentiation
and integration. First, in Sect. 6.1, we look at changes of variables in d-dimensional
integrals. Such changes of variables occur, for example, when one evaluates an
integral over a region in R? by converting to polar coordinates. Then, in Sects. 6.2
and 6.3, we look at some deeper aspects of differentiation theory, including the
almost everywhere differentiability of monotone functions and of indefinite inte-
grals and the relationship between Radon—Nikodym derivatives and differentiation
theory. The Vitali covering theorem is an important tool for this. The discussion
of differentiation theory will be resumed when we discuss the Henstock—Kurzweil
integral in Appendix H.

6.1 Change of Variable in R?

In this section we deal with changes of variable in R and with their relation to
Lebesgue measure. The main result is Theorem 6.1.7. Let us begin by recalling
some definitions.

Let M, be the set of all d by d matrices with real entries, and let D be a real-valued
function on M,;. We will sometimes find it convenient to denote the columns of a d
by d matrix A by Ay, Ay, ..., Ay and to write D(A},As,...,Ay) in place of D(A).
The function D is multilinear if for each i and each choice of A; (for j # i) the map
Ai— D(Ay,...,Ay) is linear, is alternating if D(A) = 0 holds whenever two of the
columns of A are equal, and is a deferminant if it is multilinear, is alternating, and
satisfies D(I) = 1 (here [ is, of course, the d by d identity matrix).

We need to recall a few basic facts about determinants.

Lemma 6.1.1. For each positive integer d there is a unique determinant on M.

We follow the standard usage and use det(A) to denote the determinant of a
matrix A.
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