Chapter 7
Measures on Locally Compact Spaces

Let 2 (R) be the vector space consisting of those continuous functions f: R — R
that have compact support—that is, for which the set {x € R : f(x) # 0} has a
compact closure. Then f — [ fdA defines a positive! linear functional on 7 (R).
More generally, if i is a measure on (R, Z(R)) that has finite values on the compact
subsets of R, then f +— [ fdu defines a positive linear functional on ' (R).
According to a special case of the Riesz representation theorem (see Theorem 7.2.8),
the converse also holds: for every positive linear functional : J# (R) — R there is
a Borel measure pt on R that is finite on compact sets and represents /, in the sense
that I(f) = Ji fdu holds for each f in # (R).

This chapter is devoted to the Riesz representation theorem and related results.
The first section (Sect.7.1) contains some basic facts about locally compact Haus-
dorff spaces, the spaces that provide the natural setting for the Riesz representation
theorem, while the second section (Sect.7.2) gives a proof of the Riesz represen-
tation theorem. The next two sections (Sects. 7.3 and 7.4) contain some useful and
relatively basic related material. The results of Sects. 7.5 and 7.6 are needed for
dealing with large locally compact Hausdorff spaces; for relatively small locally
compact Hausdorff spaces (those that have a countable base), Proposition 7.6.2 is
the only result from these sections that one really needs (see also Proposition 7.2.5
and Theorems 4.5.1 and 5.2.2).

The Daniell-Stone integral gives another way to deal with integration on locally
compact Hausdorff spaces. A measure-theoretic version of the basic result of the
Daniell-Stone theory is given by Theorem 7.7.4; the general Daniell-Stone setup is
outlined in the exercises at the end of Sect. 7.7.

Recall that a linear functional / on a vector space of functions is positive if I(f) > 0 holds for
each nonnegative function f in the domain of /.
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182 7 Measures on Locally Compact Spaces
7.1 Locally Compact Spaces

In this chapter we will be dealing with measures and integrals on locally compact
Hausdorff spaces. This first section contains a summary of some of the necessary
topological facts and constructions; the main development begins in Sect. 7.2.

Recall that a topological space is locally compact if each of its points has an open
neighborhood whose closure is compact.

Examples 7.1.1. Examples of locally compact Hausdorff spaces include the
Euclidean spaces RY, spaces with the discrete’ topology (for example, the set
Z of all integers), and compact Hausdorff spaces. The space ¢ of sequences {x, }
such that ¥, x> < +eo, with the topology given by the norm {x,} — (X,x2)"/2, is
not locally compact (inside each open ball there is an infinite sequence that has no

convergent subsequence; see item D.39 in Appendix D). O
The following elementary proposition will be a basic tool for what follows.

Proposition 7.1.2. Let X be a Hausdorff space, and let K and L be disjoint compact
subsets of X. Then there are disjoint open subsets U and V of X such that K C U
and LC V.

Proof. We can assume that K and L are both nonempty (otherwise we could use &
as one of our open sets and X as the other). Let us begin with the case where K
contains exactly one point, say x. For each y in L there is a pair Uy, V, of disjoint
open sets such that x € Uy and y € V), (recall that X is Hausdorff). Since L is compact,
there is a finite family y1, ..., y, such that the sets V,, ..., V}, cover L. The sets U
and V defined by U = N, Uy, and V = U, V,, are then the required open sets.
Next consider the case where K has more than one element. We have just shown
that for each x in K there are disjoint open sets, say U, and V,, such that x € U,

and L C V.. Since K is compact, there is a finite family x1, ..., x; such that Uy,
..., Uy, cover K. The proof is complete if we define U and V by U = Uf.‘: Uy, and
V=nt V. O

The sets U and V just constructed are said to separate the sets K and L.
Let us note several useful results (Propositions 7.1.3—7.1.6), each of which makes
at least indirect use of Proposition 7.1.2.

Proposition 7.1.3. Let X be a locally compact Hausdorff space, let x be a point
in X, and let U be an open neighborhood of x. Then x has an open neighborhood
whose closure is compact and included in U.

Proof. Since X is locally compact, there is an open neighborhood of x, say W,
whose closure is compact. By replacing W with W N U, we can assume that W is
included in U. The difficulty is that W may extend outside U. Use Proposition 7.1.2

2 A topological space is discrete (or has the discrete topology) if each of its subsets is open.



7.1 Locally Compact Spaces 183

to choose disjoint open sets Vi and V5 that separate the compact sets {x} and W —W.
The closure of Vi "W is then compact and included in W and hence in U; thus ViNW
is the required open neighborhood of x. O

Proposition 7.1.4. Let X be a locally compact Hausdorff space, let K be a compact
subset of X, and let U be an open subset of X that includes K. Then there is an open
subset 'V of X that has a compact closure and satisfies K CV C VCu.

Proof. Proposition 7.1.3 implies that each point in K has an open neighborhood
whose closure is compact and included in U. Since K is compact, some finite
collection of these neighborhoods covers K. Let V be the union of the sets in such a
finite collection; then V is the required set. O

A subset of a topological space X is a Gy if it is the intersection of a sequence
of open subsets of X and is an Fy if it is the union of a sequence of closed subsets
of X.

Proposition 7.1.5. Let X be a locally compact Hausdorff space that has a count-
able base for its topology. Then each open subset of X is an Fs and is in fact the
union of a sequence of compact sets. Likewise, each closed subset of X is a Gg.

Proof. Suppose that 7 is a countable base for the topology of X. Let U be an open
subset of X, and let % be the collection of those sets V in % for which V is compact
and included in U. Proposition 7.1.3 implies that U is the union of the closures of the
sets in %4 (the open neighborhoods provided by Proposition 7.1.3 can be replaced
with smaller sets that belong to %). Thus U is the union of a countable collection
of sets that are closed and, in fact, compact.

Now suppose that C is a closed subset of X. Then C¢ is open and so is the union of
a sequence {F,} of closed sets. Consequently C is the intersection of the open sets
Ein=1,2,.... O

Recall that a topological space (or a subset thereof) is 6-compact if it is the union
of a countable collection of compact sets.

Proposition 7.1.6. Every locally compact Hausdorff space that has a countable
base for its topology is G-compact.

Proof. Since a topological space is an open subset of itself, this proposition is an
immediate corollary of Proposition 7.1.5. a

We turn to the continuous functions on a locally compact Hausdorff space.
Recall that a topological space is normal if it is Hausdorff and each pair of
disjoint closed subsets of it can be separated by a pair of disjoint open sets.

Proposition 7.1.7. Every compact Hausdorff space is normal.

Proof. Note that every closed subset of a compact space is compact, and use
Proposition 7.1.2 O

We will need the following standard result. A proof of it is sketched in Exercise 5.
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Theorem 7.1.8 (Urysohn’s Lemma). Ler X be a normal topological space, and
let E and F be disjoint closed subsets of X. Then there is a continuous function
f: X —[0,1] such that f(x) =0 holds at each x in E and f(x) = 1 holds at each x
inF.

Let f be a continuous real- or complex-valued function on a topological space X.
The support of f, written supp(f), is the closure of {x € X : f(x) # 0}. In case X
is a locally compact Hausdorff space, we will denote by % (X) the set of those
continuous functions f: X — R for which supp(f) is compact. Likewise, we will
denote by .#©(X) the set of those continuous functions f: X — C for which
supp(f) is compact.

It is clear that .# (X) and .# ©(X) are vector spaces over R and C, respectively,
and that each function in .7 (X) or in .#©(X) is bounded (recall that continuous
functions are bounded on compact sets).

The following fact about ¢ (X) is essential for the development of measure
theory on locally compact Hausdorff spaces.

Proposition 7.1.9. Let X be a locally compact Hausdorff space, let K be a compact
subset of X, and let U be an open subset of X that includes K. Then there is
a function f that belongs to J (X), satisfies yx < f < xu, and is such that

supp(f) CU.

Proof. Use Proposition 7.1.4 to choose an open set V that has a compact closure and
satisfies K CV CV C U. According to Urysohn’s lemma (applied to the compact
Hausdorff space V), there is a continuous function g: V — [0, 1] such that g(x) = 1
holds at each x in K and g(x) = 0 holds at each x in V — V. Now define the
function f: X — [0, 1] by requiring that f agree with g on V and vanish outside
V. The continuity of f follows from D.6 (note that f is continuous on V and is
constant, and hence continuous, on X — V). The support of f is included in V and
so is compact and included in U. a

Next we derive two consequences of Proposition 7.1.9 (Propositions 7.1.11
and 7.1.12); they will be needed in Sects.7.2 and 7.3, respectively. Let us begin
with the following lemma.

Lemma 7.1.10. Let X be a Hausdorff space, let K be a compact subset of X, and
let Uy and U, be open subsets of X such that K C Uy UU,. Then there are compact
sets Ky and K> such that K = K1 UK, K1 C Uy, and Ky C U,.

Proof. LetL; =K —Uj and Ly = K —U,. Then L; and L, are disjoint and compact,
and so according to Proposition 7.1.2 they can be separated by disjoint open sets,
say by V| and V;. If we define K; and K, by K} = K—V; and K, = K —V,, then
K and K are compact, are included in U; and Uy, respectively, and have K as their
union. a

Proposition 7.1.11. Let X be a locally compact Hausdorff space, let f belong to
H(X), and let Uy, ..., U, be open subsets of X such that supp(f) C Ui~ U;. Then
there are functions f, ..., fu in H(X) such that f = fi + fo+ -+ fu and such
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that for each i the support of f; is included in U;. Furthermore, if the function f is
nonnegative, then the functions f;, ..., f, can be chosen so that all are nonnegative.

Proof. In case n =1 we need only let f; be f. So we can begin by supposing that
n =2. Use Lemma 7.1.10 to construct compact sets K; and K, such that K} C Uy,
K, C U, and supp(f) = K; UK, and then use Proposition 7.1.9 to construct
functions /; and h; that belong to ¢ (X) and satisfy yx, < h; < yy, and supp(h;) C
U, fori = 1,2. Define functions g; and g, by g; = h; and g, = hp — (h; A hy). Then
g1 and g, are non-negative, their supports are included in U; and U,, respectively,
and they satisfy

81(x) +g2(x) = (b1 Vha)(x) = 1
at each x in supp(f). We can complete the proof in the case where n = 2 by defining
Jfi1and f> tobe fg and fg>.
The general case can be dealt with by induction: use what we have just proved
to write f as the sum of two functions, having supports included in U;’;IU,- and U,

respectively, and then use the induction hypothesis to decompose the first of these
functions into the sum of n — 1 suitable functions. a

Proposition 7.1.12. Let X be a locally compact Hausdorff space, let K, ..., K,
be disjoint compact subsets of X, and let ¢, ..., Oy be real (or complex) numbers.
Then there is a function f that belongs to # (X) (or to # ©(X)) and satisfies

(@ f(x)=o0;ifxeK;,i=1,...,n and
(®) [[f]lee = max{las|,... |an|}.

Proof. We begin by constructing disjoint open sets Uy, ..., U, such that K; C U;
holds for each i. If n = 2, such sets are provided by Proposition 7.1.2. The general
case follows by induction: use Proposition 7.1.2 to choose disjoint open sets V; and
V, that separate Ul’.';llK,- from K,,, use the induction hypothesis to choose disjoint

open sets Wi, ..., W,_ that separate Kj, ..., K,—; from one another, and then
define Uy, ..., U,tobe ViNW, ..., ViNnW,_4, Va.

Next we use Proposition 7.1.9 to choose functions fi, ..., f, that belong to
(X)) and satisfy yx, < f; < yy, fori=1, ..., n. The required function f is now
givenby f =" | 0;fi. O

We will have use for the one-point compactification of a locally compact
Hausdorff space X; it is constructed as follows. The underlying set X* consists
of the points in X, together with one additional point, called the point at infinity.
The open subsets of X* are, by definition, the open subsets of X, together with the
complements (with respect to X*) of the compact subsets of X. It is not hard to
check that this does define a topology on X* and that the topology induced by it
on the subspace X is the original topology on X; the details are left to the reader.
We need to verify that X* is a compact Hausdorff space. Let us begin by checking
that X* is Hausdorff. Suppose that x and y are distinct points in X*. If both points
belong to X, then they can be separated with sets that are open in X and hence in
X*. If one of these points, say y, is the point at infinity and if we choose an open
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neighborhood U of x whose closure (in X) is compact, then U and X* — U are
disjoint open neighborhoods in X* of x and y. Hence X* is Hausdorff. We turn to
the compactness of X*. Let %7 be an open cover of X*. The point at infinity must
belong to some set in %, say Uy. Then X* — Uy is a compact subset of X and so
is covered by some finite subfamily of % . The sets in this subfamily, together with
Uy, form a finite cover of X*. Thus X* is compact.

The remaining results in this section will be used in a few exercises, but otherwise
they will not be used until Chap. 8. They do, however, provide some perspective on
the spaces considered here.

Proposition 7.1.13. A compact Hausdorff space is metrizable if and only if there is
a countable base for its topology.

Proof. First suppose that X is compact and metrizable. Then X is separable
(Corollary D.40) and so has a countable base (see D.32).

Now suppose that X is a compact Hausdorff space that has a countable base, and
let % be such a base. The space X is normal (Proposition 7.1.7), and so for each pair
of sets U, V that belong to % and satisfy U NV = @ there is, by Urysohn’s lemma,
a continuous function f: X — [0, 1] that vanishes on U and has value 1 everywhere
on V. Form a sequence {f,} by choosing one such function for each such pair of
sets. Our next step is to check that this sequence of functions separates the points
of X, and for this it is enough to show that for each pair x, y of distinct points in
X there are sets U and V that belong to %, have disjoint closures, and contain x
and y, respectively. To construct such sets, choose disjoint open neighborhoods W;
and W, of x and y, and use Proposition 7.1.3 to choose open sets U and V such that
x€U CUCW,andy€V CV CW,. By making U and V a bit smaller, if necessary,
we can assume that they belong to % . Thus the required sets U and V exist, and the
sequence {f,} separates the points of X.

Define a function d: X x X — R by setting

d) = 3 o)~ )]

It is easy to use the fact that the functions fi, f5, ... separate the points of X to check
that d is a metric on the set X and to use the fact that the functions fi, f>, ... are
continuous (with respect to the original topology on X) to check that the topology
induced by d is weaker than the original topology. Since the original topology makes
X a compact space, while the topology induced by d is weaker and Hausdorff, the
two topologies must be the same (see D.17). Thus the original topology on X is
metrizable and in fact is metrized by d. O

Our next task is to prove that each locally compact Hausdorff space that has a
countable base is metrizable. For this we need the following lemma.

Lemma 7.1.14. Let X be a locally compact Hausdorff space. If there is a countable
base for the topology of X, then there is a countable base for the topology of the one-
point compactification of X.
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Proof. Let % be a countable base for the topology of X, and let %4 be the collection
of those sets V in % for which V is compact. Arrange the sets in % in a sequence,
say {Vi}. Then X = UV}, and so for each compact subset K of X there is a positive
integer n such that K C U?_, V;.. Thus if U is an open neighborhood in X* of the point
at infinity and if K = X* — U, then there is a positive integer n such that K C U;_, V;
and hence such that X* — (Uzlek) C U. It follows that the sets in %, together with
the sets X* — (U}_,Vx),n = 1,2, ..., form a countable base for the topology of X*.

O

Proposition 7.1.15. Each locally compact Hausdorff space that has a countable
base for its topology is metrizable.

Proof. Let X be a locally compact Hausdorff space whose topology has a countable
base. Proposition 7.1.13 and Lemma 7.1.14 imply that the one-point compactifica-
tion X* of X is metrizable. Then X, as a subspace of the metrizable space X*, is
metrizable. O

A locally compact Hausdorff space can be metrizable without having a countable
base; see Exercise 1.

Exercises

1. (a) Show that each discrete topological space is metrizable and locally
compact.
(b) Conclude that there are metrizable locally compact Hausdorff spaces that
are not second countable.

2. Let X be a locally compact Hausdorff space, and let Y be a subspace of X. Show
that if Y is open or closed (as a subset of X), then Y is locally compact.

3. Let X be a locally compact Hausdorff space, and let Y be a subspace of X. Show
that Y is locally compact if and only if ¥ = U N F for some open subset U and
some closed subset F' of X. (Hint: See Exercise 2. Also show that if Y is locally
compact, then Y is an open subset of Y (of course Y is the closure of ¥ in X and
is to be given the topology it inherits from X).)

4. Find all continuous functions f: Q — R such that supp(f) is compact.

5. Prove Urysohn’s lemma, Theorem 7.1.8. (Hint: Let D be the set of all dyadic
rationals in the interval (0,1) (that is, let D be the set of all numbers of the
form m /2", where m and n are positive integers and m < 2"). Use the normality
of X first to choose an open set Uy, such that E C Uy, C Uy, € F€ and
then to choose open sets U /4 and Uy 4 such that E C Uy 4 C Uy 4 C U/, and
Uy, C Usyy C Usyy C FC. Continue inductively, producing an indexed family
{U,},ep of open subsets of X such that

ECU,CU, CUCU,CF*
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holds whenever r and s belong to D and satisfy r < s. Define a function
f: X —=Rby

f(x)_{l ifx ¢ U, U,

inf{r:xe U} otherwise,

and check that it has the required properties.)

. Prove the Tietze extension theorem: if X is a normal topological space, if E

is a closed subspace of X, and if f: E — R is bounded and continuous, then
there is a bounded continuous function g: X — R whose restriction to E is f.
(Hint: Check that we can assume that f(E) C [—1,1]. Use Urysohn’s lemma to
choose a continuous function g;: X — [—1/3,1/3] such that g (x) = —1/3 if
xe{xeE: f(x)<—1/3}andg;(x) =1/3ifxe {x€E: f(x) > 1/3}. Show
that | f(x) — g1(x)| < 2/3 holds at each x in E. Continue inductively, choosing
continuous functions g5, g3, ... such that |g,(x)| < 2"~!/3" holds at each x in
X and |[f(x) — (g1 + - +gn)(x)| < (2/3)" holds at each x in E. Then define g

by g=>"_18n)

. Let X be a compact Hausdorff space that contains at least two points, and let

I be an uncountable set. Show that the product space X! (which is of course
compact3 and Hausdorff) does not have a countable base. (Hint: Use D.11 to
show that if X’ has a countable base and if % is the base for X’ constructed
in D.19, then some countable subset of % is a base for X/. Then show that no
countable subfamily of % can be a base for X'.)

. Let X be the set consisting of those step functions f: [0, 1] — [0, 1] such that

(i) each value of f is rational, and
(ii) each jump in the graph of y = f(x) occurs at a rational value of x.

Show that X is a countable dense subset of the product space [0, 1][071].
Conclude that a compact Hausdorff space can be separable without being
second countable. (See Exercise 7.)

. Let X be a second countable compact Hausdorff space (in other words, a

compact metrizable space), and let C(X) be the vector space of all real-
valued continuous functions on X. Give C(X) the norm || - ||.. defined by
[I£lle = sup{|f(x)| : x € X}. Show that C(X) is separable. (Hint: We saw in
the proof of Proposition 7.1.13 that one can choose a countable collection
S of continuous functions on X such that S separates the points of X. The
Stone—Weierstrass theorem (Theorem D.22) implies that the polynomials in the
functions belonging to S form a dense subset of C(X). Those polynomials that
have rational coefficients form a countable dense subset of C(X).)

Let Q be the smallest uncountable ordinal, let X be the set of all ordinal numbers
o such that o < Q, and let Y be the set of all ordinal numbers o such that o < €

3See Theorem D.20.
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(thus Y consists of the countable ordinals). Give X and Y the order topology
(see D.24). Show that

(a) X is a compact Hausdorff space, and

(b) Y is alocally compact Hausdorff space.

(Hint: Use transfinite induction to show that for each « in X the set {# € X :
B < a} is compact.)

7.2 The Riesz Representation Theorem

Let X be a Hausdorff topological space. Then Z(X), the Borel c-algebra on X, is
the o-algebra generated by the open subsets of X; the Borel subsets of X are those
that belong to #(X ). Note that #(X) is also the o-algebra generated by the closed
subsets of X.

We will need the following two elementary facts about the Borel subsets of
Hausdorff spaces.

Lemma 7.2.1. Let X and Y be Hausdorff topological spaces, and let f: X — Y be

continuous. Then f is Borel measurable (that is, measurable with respect to B(X)
and B(Y)).

Proof. The continuity of f implies that if U is an open subset of Y, then f~!(U) is
an open and hence a Borel subset of X. Since the collection of open subsets of ¥
generates Z(Y ), the measurability of f follows from Proposition 2.6.2. O

Lemma 7.2.2. Let X be a Hausdorf{f topological space, and let Y be a subspace of
X. Then

B(Y)={A :thereis a set Bin B(X) such that A=BNY }.

Proof. Let (X )y denote the collection of subsets of ¥ that have the form BNY
for some B in #(X). We need to show that B(Y) = %(X)y. Let f be the standard
injection of Y into X (in other words, let f(y) = y hold at each y in Y). Then f is
continuous and hence measurable with respect to %(Y) and %(X). Since f~!(B) =
BNY holds for each subset B of X, the measurability of f implies that (X)y C
A(Y). On the other hand, it is easy to check that Z(X)y is a c-algebra on Y that
contains all the open subsets of ¥ and hence includes %(Y). With this we have
shown that B(Y) = B(X)y. O

We turn to terminology for measures. Let X be a Hausdorff topological space.
A Borel measure on X is a measure whose domain is %(X). Suppose that &7 is a
o-algebra on X such that (X) C 7. A positive measure | on & is regular if

(a) each compact subset K of X satisfies f1(K) < oo,
(b) each set A in &7 satisfies

U(A) =inf{u(U): A C U and U is open}, and
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(c) each open subset U of X satisfies

w(U) =sup{u(K): K CU and K is compact}.

A regular Borel measure on X is a regular measure whose domain is Z(X). A
measure that satisfies condition (b) is often called outer regular, and a measure that
satisfies condition (c), inner regular.

We have already seen that Lebesgue measure on R is regular (Proposition 1.4.1)
and that every finite Borel measure on R is regular (Proposition 1.5.6).

The regularity of a measure allows many approximations and calculations that
would be impossible without it. In particular, various linear functionals can be
represented in a useful way with regular measures; see Theorems 7.2.8 and 7.3.6.

On certain rather complicated locally compact Hausdorff spaces there exist finite
Borel measures that are not regular; see Exercise 7. However, for a locally compact
Hausdorff space that has a countable base, we have the following result.

Proposition 7.2.3. Let X be a locally compact Hausdorff space that has a count-
able base, and let |1 be a Borel measure on X that is finite on compact sets. Then [
is regular.

Proof. First consider the inner regularity of y. Let U be an open subset of X.
Proposition 7.1.5 implies that U is the union of a sequence {K; } of compact sets, and
Proposition 1.2.5 then implies that yt(U) = limy, t(U}_, K;). The inner regularity of
u follows.

We will use the following reformulation of Lemma 1.5.7 in our proof of the outer
regularity of u.

Lemma 7.2.4. Let X be a Hausdorff space in which each open set is an Fg, and let
U be a finite Borel measure on X. Then each Borel subset A of X satisfies

u(A) =inf{u(U):ACU and U is open} (1)

and
U(A) =sup{u(F): F CAandF is closed}. )

Proof. The arguments used to prove Lemma 1.5.7 also prove this lemma; the details
will not be repeated. a

Let us continue with the proof of Proposition 7.2.3. We still need to check the
outer regularity of tt. In order to apply Lemma 7.2.4, we will consider certain finite
measures that are closely related to y. Let {U,} be a sequence of open sets such
that X = U,U, and such that u(U,) < oo holds for each n (for instance, take a
countable base % for X and arrange in a sequence those sets U in % for which
U is compact). For each n define a Borel measure t,, on X by u,(A) = u(ANU,).
The measures L, are finite, and so Proposition 7.1.5 and Lemma 7.2.4 imply that
they are outer regular. Hence if A belongs to 2(X) and if € is a positive number, then
for each n there is an open set V,, that includes A and satisfies u, (V,) < t,(A) +¢€/2".
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Consequently u((U,NV,) —A) < g/2". The set V defined by V = U, (U, NV,) is
open, includes A, and satisfies

(Vv —A) <> u((U,NVy) —A) <e.

Hence (V) < u(A) + &, and the outer regularity of p follows. O

Proposition 7.2.5. Let X be a locally compact Hausdorff space that has a count-
able base. Then every regular measure on X is G-finite.

Proof. The space X is, according to Proposition 7.1.6, the union of a sequence of
compact sets. Since the measure of a compact set is finite under a regular measure,
the proposition follows. a

The following proposition enables one to approximate many sets from within by
compact sets.

Proposition 7.2.6. Let X be a Hausdorff space, let &/ be a G-algebra on X that
includes B(X), and let U be a regular measure on <. If A belongs to </ and is
O-finite under U, then

1(A) =sup{u(K): K C A and K is compact}. 3)

Proof. First suppose that t1(A) < +eo. Let € be a positive number, and use the
regularity of u first to choose an open set V such that A CV and u(V) < u(A)+¢
and then to choose a compact subset L of V such that u(L) > u(V) — €. Since
u(V —A) < €, we can choose an open set W that includes V — A and satisfies
1(W) < €. The set L— W is then a compact subset of A, and it satisfies

M(L=W)=p(L)—pu(LNW) > pu(V)—2¢e > pu(A) - 2e.

Since € is arbitrary, relation (3) follows in the case where 1 (A) is finite.

In the case where 11 (A) = +eo, we can suppose that A = U,A,, where for each n
we have A, € &7 and [1(A,) < +ee. For each positive number o, we need to construct
a compact subset K of A such that u(K) > o. We can construct such a set by first
choosing N large enough that [,L(UflvzlA,,) > o and then using the construction in the
first part of the proof to produce an appropriate compact subset of UQ’:IA,,. O

Let X be a locally compact Hausdorff space. Recall that J# (X) is the vector
space consisting of all real-valued functions on X that are continuous and have
compact support. We will study the relationship between regular measures on X
and linear functionals on # (X). The first thing to note is that each function in
J (X) is integrable with respect to each regular measure on X (each such function
is measurable (Lemma 7.2.1) and so, since it is bounded and vanishes outside a set
that is compact and hence of finite measure, is integrable). It follows that if u is a
regular Borel measure on X, then f — [ fdu defines a linear functional on 7 (X).
Two questions arise immediately. Can several regular Borel measures induce the
same functional? Which functionals arise in this way? Both of these questions will
be answered in Theorem 7.2.8.
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For dealing with such questions the concept of positivity for linear functionals
is essential. A linear functional I on ¢ (X) is positive if for each nonnegative f
in 22 (X) we have I(f) > 0. Note that if u is a regular Borel measure on X, then
the functional f +— [ fdu is positive. Note also that a positive linear functional /
on ¥ (X) is order preserving, in the sense that if f and g belong to % (X) and
satisfy f < g, then I(f) < I(g) (if f < g, then g — f is nonnegative, and we have

I(g) = 1(f) =1(g = f) = 0).
Let U be an open subset of the locally compact Hausdorff space X. We will often
deal with functions f that belong to # (X ) and satisfy

0<f<xu. “

Among the functions f in J# (X) that satisfy (4), those that also satisfy supp(f) CU
are especially nice to deal with; accordingly we will write f < U to indicate that f
satisfies both (4) and the relation supp(f) C U.

Lemma 7.2.7. Let X be a locally compact Hausdor{f space, and let |l be a regular
Borel measure on X. If U is an open subset of X, then

/.L(U):sup{/fdu:fe%(X)andogfng}

- sup{/fdu feH(X)and f < U}.

Proof. Ttis clear that y(U) is at least as large as the first supremum and that the first
supremum is at least as large as the second. So it is enough to prove that

u(U)Ssup{/fdu:fG%(X) andf<U}.

Let o be a number that satisfies o« < p(U), and use the regularity of u to choose a
compact subset K of U such that o < y(K). Proposition 7.1.9 provides a function f
in 2 (X) that satisfies yx < f and f < U. Then o < [ fdu, and so

oc<sup{/fdu:f€%(X)andf<U}.

Since o was an arbitrary number less than p(U), the proof is complete. O
We are now in a position to prove the main result of this section.

Theorem 7.2.8 (Riesz Representation Theorem). Let X be a locally compact
Hausdorff space, and let I be a positive linear functional on J# (X). Then there is a
unique regular Borel measure |1 on X such that

1) = [ fau

holds for each f in ¢ (X).
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Proof. We first prove the uniqueness of (. Suppose that it and v are regular Borel
measures on X such that

[rau=[rav=1()

holds for each f in 2 (X). It follows from Lemma 7.2.7 that u(U) = v(U) holds
for each open subset U of X and then from the outer regularity of y and v that
1(A) = v(A) holds for each Borel subset A of X. Thus ¢ and v are equal, and the
uniqueness is proved.

We turn to the construction of a measure representing the functional 1.
Lemma 7.2.7 and condition (b) in the definition of regularity suggest how to
proceed. Define a function p* on the open subsets of X by

W (U) = sup{I(f) : f € #(X) and f < U}, s)
and then extend it to all subsets of X by
u*(A) =inf{u*(U):U isopenand A CU} (6)

(it is easy to check that Eq. (6) is consistent with Eq. (5), in the sense that an open set
is assigned the same value by both). We will presently see that the required measure
U can be obtained by restricting u* to A(X).

The rest of the proof of Theorem 7.2.8 will be given by Proposition 7.2.9,
Lemma 7.2.10, and Proposition 7.2.11.

Proposition 7.2.9. Let X and I be as in the statement of Theorem 7.2.8, and let u*
be defined by (5) and (6). Then L* is an outer measure on X, and every Borel subset
of X is u*-measurable.

Proof. The relation u*(2) = 0 and the monotonicity of u* are clear. We need to
check the countable subadditivity of p*. First suppose that {U,} is a sequence of
open subsets of X; we will verify that

wi(Uun) < SH (). %

Let f be a function that belongs to ¢ (X) and satisfies f < U,U,. Then supp(f) is
a compact subset of U,U,, and so there is a positive integer N such that supp(f) C
U;VZIUn. Proposition 7.1.11 implies that f is the sum of functions fi, ..., fy that
belong to J# (X) and satisfy f, < U, forn =1, ..., N. It follows that

M=

N I
I(f>: ;I(fn)g “*(Un)g ;H*(Un)'

n=1

This and Eq. (5) yield inequality (7).
Now suppose that {A,} is an arbitrary sequence of subsets of X. The in-
equality u*(UpA,) < Y, u*(A,) is clear if >, u*(A,) = +e. So suppose that
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Yl (Ay) < 4oo, let € be a positive number, and for each n use (6) to choose
an open set U, that includes A, and satisfies u*(U,) < p*(A,) + €/2". Then (see
inequality (7))

WU < Y 0 (A) .
1 n=1

DM s

W (UnAn) < 17 (UnUy) <

n

Since € is arbitrary, the relation p*(U,A,) < Y, u*(A,) follows. Thus u* is
countably subadditive and so is an outer measure.

Since the family of p*-measurable sets is a o-algebra, we can show that every
Borel subset of X is y*-measurable by checking that each open subset of X is p*-
measurable. So let U be an open subset of X. According to the discussion preceding
Proposition 1.3.5, we can prove that U is y*-measurable by showing that

ur(A) = u*(ANU) +u*(ANU°) ®)

holds for each subset A of X that satisfies 1*(A) < +eo. Let A be such a set, let € be
a positive number, and use (6) to choose an open set V that includes A and satisfies
u*(V) < u*(A) + €. If we show that

pr(V) > pr(Vau) +ut(VNU*) -2, ©)
it will follow that
U A)+e>u " (ANU)+u* (ANU) — 2,

and, since ¢ is arbitrary, that (8) holds. So let us verify (9). Choose a function fi
in 2 (X) that satisfies fj < VNU and I(f1) > pu*(VNU) — ¢, let K = supp(fi),
and then choose a function f; in J#(X) that satisfies fo < VNK¢ and I(f2) >
W (VNK®) — €. (This would be a good time to draw a sketch of the sets involved
here.) Since fi + fo < Vand VNU® C VNKC, we have

w (V) =I1(fi+f2) >p (VAU) +u*(VNU) —2e.
Thus (9) holds and proof of Proposition 7.2.9 is complete. a

Lemma 7.2.10. Let X and I be as in the statement of Theorem 7.2.8, and let 1™
be defined by (5) and (6). Suppose that A is a subset of X and that f belongs to
H(X). If xa < f, then u*(A) < I(f), while if0 < f < ya and if A is compact,* then
I1(f) < p*(A).

Proof. First assume that y4 < f. Let € satisfy 0 < € < 1, and define U; by U, =
{xeX: f(x) > 1—¢€}. Then U; is open, and each g in 2 (X) that satisfies g < yu,
also satisfies g < ﬁf; hence (5) implies that u*(U,) < lle(f). Since A C U, and
since € can be made arbitrarily close to 0, it follows that u*(A) < I(f).

4The assumption that A is compact simplifies the proof, but is not actually necessary.
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Now suppose that 0 < f < y4 and that A is compact. Let U be an open set that
includes A. Then f < U and so (5) implies that I(f) < u*(U). Since U was an
arbitrary open set that includes A, (6) implies that I(f) < p*(A). O

Proposition 7.2.11. Let X and I be as in the statement of Theorem 7.2.8, let u* be
defined by (5) and (6), let L be the restriction of U* to B(X), and let |; be the
restriction of [L* to the c-algebra M, of IW*-measurable sets. Then L and | are
regular measures, and

[ rau= [ ram =10s)
holds for each f in A (X).

Proof. Theorem 1.3.6 implies that y1; is a measure on ./« and, since #(X) C
M+ (Proposition 7.2.9), that u is a measure on %(X). Since for each compact
subset K of X there is a function f that belongs to J# (X) and satisfies yx < f
(Proposition 7.1.9), the first part of Lemma 7.2.10 implies that ¢ and p; are finite
on compact sets. The outer regularity of i and y; follows from (6), and the inner
regularity of these measures follows from (5) and the second part of Lemma 7.2.10
(where we let A be the support of f).

We turn to the identity I(f) = [ fdu = [ fdu,. Since each function in JZ'(X) is
the difference of two nonnegative functions in % (X ), we can restrict our attention
to the nonnegative functions in J# (X). Let f be such a function. Let € be a positive
number, and for each positive integer n define a function f;,: X — R by

0 if f(x) < (n—1)e,
fu(X) =< f(x)—(n—1)e if (n—1)e < f(x) < ne, (10)
€ if ne < f(x).

(See Fig.7.1 below.) Then each f, belongs to .2 (X), f = Y, fa, and there is a

positive integer N such that f, = 0if n > N. Let Ky = supp(f) and for each positive

integer n let K, = {x € X : f(x) > ne}. Then exk, < fu < €xk, , holds for each n,

and so Lemma 7.2.10 and the basic properties of the integral imply that i (K,) <

I(fy) < ep(K,—1) and ep(K,) < [ fudu < eu(K,—1) hold for each n. Since f =
N_| fu, the relations

N N—1
D eu(Ky) <I(f) < Y eu(Ka)
n=1 n=0

and
N N—1
D el(Ky) < /fdu < Y eu(K,)
n=1 n=0

follow. Thus /(f) and [ fdu both lie in the interval [YY_, eu (K, ), N1 ep(Ky)],
which has length e (Ky) — et (Ky). Since € is arbitrary and this length is at most
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Fig. 7.1 Decomposing f as Y. f, (see Eq. (10))

eu(Kop), I(f) and [ f du must be equal. It is clear that [ fdu; = [ fdu, and so the
proof of Proposition 7.2.11, and hence that of Theorem 7.2.8, is complete. O

Exercises

1. Let X be a locally compact Hausdorff space, let .7 be a o-algebra on X that
includes #(X), and let u be a regular measure on (X,.<”). Show that if A
belongs to <7 and is o-finite under p, then for each positive € there is an open
set U that includes A and satisfies (U —A) < &. (Be sure to consider the case
where UL (A) is infinite.)

2. Let X be a locally compact Hausdorff space, let </ be a ¢-algebra on X that
includes A(X), and let u be a regular measure on (X,.<”). Show that the
completion of U is regular.

3. Let X be a locally compact Hausdorff space, let </ be a ¢-algebra on X that
includes #(X), and let u be a regular measure on (X,<”). Show that if A
belongs to &/ and is o-finite under u, then there are sets E and F in ZA(X)
such that E CA C F and u(F — E) = 0. (In particular, if u is o-finite, then &/
is included in the completion of (X ) under the restriction of u to %(X).)

4. Let us construct a topological space X by letting the underlying set be R? and
declaring that the open subsets U of X are those for which each section of the
form U, is an open subset of R.

(a) Show that X is locally compact and Hausdorff.

(b) Characterize the functions f: X — R that belong to ¢ (X) in terms of their
sections fx.

(c) Show that the formula

10)=3, [ fda

(where A is Lebesgue measure on R) defines a positive linear functional
on % (X) and that the regular Borel measure associated to / by the Riesz
representation theorem is the restriction to Z(X) of the measure defined
in Exercise 3.3.6. (We will see in Exercise 9.4.12 that the o-algebra .o/ in
Exercise 3.3.6 is strictly larger than Z(X).)

(d) Show that if u is the regular Borel measure on X that corresponds to /, then

U(A) =sup{u(K): K C A and K is compact}

fails for some Borel subset A of X.
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5. Let X be a locally compact Hausdorff space, let 27 be a c-algebra on X that
includes Z(X), and let u be a regular measure on (X,./). Define u® as in
Exercise 1.2.8.

(a) Show that

1*(A) = sup{u°*(K) : K C A and K is compact}

holds for each A in 7. (In particular, u*® is inner regular.)
(b) Show that the conditions

(i) u® isregular,
(i) u®=u,and
(iii) every locally p-null set in <7 is y-null

are equivalent.

6. Let X be a locally compact Hausdorff space, and let 4 be a regular Borel
measure on X. Suppose that p({x}) = 0 holds for each x in X. Show that if
B is a Borel subset of X such that y1(B) < +ee and if a is a real number such
that 0 < a < u(B), then there is a Borel subset A of B that satisfies i (A) = a.
Can the Borel set A be replaced with a compact set?

7. Let Y be the collection of all countable ordinals, with the order topology (see
Exercise 7.1.10).

(a) Show that a subset A of Y is uncountable if and only if for each countable
ordinal o there is an ordinal 3 that belongs to A and satisfies 8 > c.

(b) Show that if {C,} is a sequence of uncountable closed subsets of Y, then
N,C, is an uncountable closed set. (Hint: Use part (a); show that if {0y}
is an increasing sequence of countable ordinals such that each C, contains
infinitely many terms of {04 }, then limy 04 exists and belongs to N,,C,,.)

(c) Show that if A € ZA(Y), then exactly one of A and A° includes an
uncountable closed subset of Y.

(d) Suppose that we define a function y on A(Y) by letting u(A) be 1 if A
includes an uncountable closed set and letting 1 (A) be 0 otherwise. Show
that u is a Borel measure that is not regular. Find the regular Borel measure
[’ onY that satisfies [ fdu' = [ fdu foreach fin #(Y).

(e) Let X be the collection of all ordinal numbers that are less than or equal
to the first uncountable ordinal, and give X the order topology (again see
Exercise 7.1.10). Show that the formula v(A) = u(ANY) defines a non-
regular Borel measure v on X. Find the regular Borel measure v/ on X that
satisfies [ fdv' = [ fdv for each f in 7 (X).

8. Let X be a compact Hausdorff space, and let C(X) be the set of all real-valued
continuous functions on X. Then %y (X), the Baire c-algebra on X, is the
smallest G-algebra on X that makes each function in C(X) measurable; the sets
that belong to %y (X) are called the Baire subsets of X. A Baire measure on X
is a finite measure on (X, %y(X)).

(a) Show that %,(X) is the o-algebra generated by the closed Gg’s in X. (Hint:
Check that if f € C(X) and if a € R, then {x: f(x) <a} isaclosed Gg, and
use Proposition 7.1.9 to check that every closed Gg in X arises in this way.)
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(b) Show that if the compact Hausdorff space X is second countable, then
PBo(X) = B(X).

. Show that if u is a Baire measure on a compact Hausdorff space X, then u is

regular, in the sense that
w(A) =inf{u(U):ACU,U isopen,and U € %y(X)}
holds for each set A in %, (X) and
u(U)=sup{u(K): K CU, K is compact, and K € %y(X)}

holds for each open set U in %y(X). (Hint: Modify the proof of Lemma 1.5.7;
show that the collection of Baire sets that can be approximated from above by
open Baire sets and from below by compact Baire sets is a o-algebra and that
this o-algebra contains all the closed G’s in X. See Exercise 8.)
Let X be a compact Hausdorff space, and let I be a positive linear functional
on C(X) (note that since X is compact, C(X) = .#(X)). Show that there is
a unique Baire measure y on X such that I(f) = [ fdu holds for each f in
C(X). (Hint: First check that the restriction to %, (X) of the measure given by
Theorem 7.2.8 works. Then modify the part of the proof of Theorem 7.2.8 that
deals with uniqueness; see Exercise 9.)
Let X be a compact Hausdorff space. Show that if K is a closed Baire subset
of X, then K is a Gg. (Hint: Use Exercise 1.1.7 to choose a sequence {f;,} of
functions in C(X) such that K belongs to the smallest 0-algebra making fi, f>,
. measurable; then define F: X — RN by letting F take x to the sequence
{fu(x)}. Show that F(K) is a compact subset of the second countable space
RN and so is a Gg; then check that K = F~!(F(K)) (see Exercise 2.6.5), and
conclude that Kisa G5 in X.)
Let I be the interval [0, 1], and let X be the product space I/, with the product
topology (here the interval [0, 1], when considered as a factor in the product
space, is to have its usual topology). Thus each element x of X is an indexed
family {x;};c; of elements of I.

(a) Show thatif f belongs to C(X), then f(x) depends on only countably many
of the components x; of x (in other words, for each f in C(X) there is
a countable subset C of I such that if x; = y; holds for each i in C, then
f(x) = f(v)). (Hint: First consider the case where f is a polynomial in the
components of x, and then use the Stone—Weierstrass theorem.)

(b) Show thatif A € %y (X), then x4 (x) depends on only countably many of the
components of x. (Hint: Check that the collection of sets A such that 4 (x)
depends on only countably many of the components of x is a ¢-algebra.)

(c) Show that if f: X — R is % (X )-measurable, then f(x) depends on only
countably many of the components of x.

(d) Show that the one-element subsets of X belong to #(X) but not to %y (X).
Conclude that %y (X) # A(X).
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13. Let X be the space of all ordinals less than or equal to the first uncountable
ordinal, and let X have the order topology (see Exercise 7.1.10). Find %, (X),
the Baire o-algebra on X. Is %y(X) equal to A(X)?

7.3 Signed and Complex Measures; Duality

This section is devoted to regularity for finite signed and complex Borel measures.
The main result is a measure-theoretic representation for the duals of certain Banach
spaces of continuous functions.

Let X be a locally compact Hausdorff space, and let f be a real- or complex-
valued continuous function on X. Then f is said to vanish at infinity if for every
positive number € there is a compact subset K of X such that | f(x)| < € holds at
each x outside K. We will denote by Cy(X) the set of all real-valued continuous
functions on X that vanish at infinity and by Cg (X) the set of all complex-valued
continuous functions on X that vanish at infinity.

Examples 7.3.1. Note that a continuous function f on R vanishes at infinity if and
only if lim,_, . f(x) = 0 and lim,_, .. f(x) = 0. Note also that every continuous
function on a compact Hausdorff space vanishes at infinity. See Exercises 1, 2, and 9
for some more examples, and see Exercise 3 for another characterization of the
continuous functions that vanish at infinity. O

Of course, Cy(X) and C§ (X ) are vector spaces over R and C, respectively. These
spaces are normed spaces: each continuous function that vanishes at infinity is
bounded (since a continuous function is bounded on a compact set), and so the
formula

£l = sup{|f ()] : x € X}
defines norms on Co(X) and C§ (X).

Proposition 7.3.2. Let X be a locally compact Hausdorff space. Then # (X) and
#C(X) are dense subspaces of Co(X) and C§ (X), respectively.

Proof. tis clear that 2 (X) and .# ©(X) are linear subspaces of Co(X) and C§ (X).
We need only show that they are dense. Suppose that f belongs to Cy(X) or to C§ (X)
and that € is a positive number. Choose a compact set K such that | f(x)| < € holds at
each x outside K, and use Proposition 7.1.9 to choose a function g: X — [0, 1] that
belongs to J# (X) and satisfies g(x) = 1 at each x in K. Let 2 = fg. Then & belongs
to # (X) or to # ©(X) and satisfies | f — /|| < €. Since ¢ is arbitrary, the proof is
complete. a

Proposition 7.3.3. Let X be a locally compact Hausdorff space. Then Cy(X) and
C§(X) are Banach spaces.

Proof. The only issue is the completeness of these spaces. So let { f,, } be a Cauchy
sequence in one of them. A standard argument (see the proof given in Sect. 3.2 of
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the completeness of Cla,b]) shows that there is a continuous function f such that
{fu} converges uniformly to f. We need only check that f vanishes at infinity. Let &
be a positive number, choose a positive integer n such that | f(x) — f, (x)| < € holds
at each x in X, and use the fact that f;, vanishes at infinity to choose a compact set
K such that |f,(x)| < € holds at each x outside K. Then

[ < 1f(x) = fa()[+ [ fa(x)] < 2¢
holds at each x outside K, and since € is arbitrary, the proof is complete. O

Let X be a locally compact Hausdorff space. A finite signed or complex measure
uon (X,%(X)) is regular if its variation || is regular (in the sense of Sect. 7.2). It
is convenient to note the following equivalent formulations of regularity.

Proposition 7.3.4. Let X be a locally compact Hausdorff space, and let L be a
finite signed or complex measure on (X,%(X)). Then the conditions

(a) W is regular,

(b) each of the positive measures appearing in the Jordan decomposition of | is
regular, and

(c) W is a linear combination of finite positive regular Borel measures

are equivalent.

Proof. Suppose that condition (a) holds, and let yt’ be one of the measures appearing
in the Jordan decomposition of u. Then ' satisfies u’ < || (consider how p’ arises
from a Hahn decomposition). Thus if A € #(X), if € is a positive number, and if U
is an open set that includes A and satisfies |u|(U) < |u|(A) + ¢, then p' (U —A) <
|u|(U—-A) < &g, and so

p(U)=p'(A)+p'(U-A) < p'(A)+e.

The outer regularity of u’ follows. The inner regularity of g’ can be proved in a
similar manner. Hence condition (a) implies condition (b).

Condition (b) certainly implies condition (c).

The proof that (c) implies (a) is similar to the proof that (a) implies (b) and makes
use of the fact that if u = ayu; +--- + o, Uy, where each ¢; is a real or complex
number and each ; is positive, then |u| < |og |uy + -+ | 04 | Un- O

Regularity makes possible the following approximation (see also Exercise 5).

Lemma 7.3.5. Let X be a locally compact Hausdorff space, and let L be a finite
signed or complex regular Borel measure on X. Then for each A in %8(X) and each
positive number € there is a compact subset K of A such that |(L(A) — u(B)| < &
holds whenever B is a Borel set that satisfies K C B C A.

Proof. Let A and € be as in the statement of the lemma. Use the regularity of ||
and Proposition 7.2.6 to choose a compact subset K of A such that |u|(A —K) < €.
Then each Borel set B that satisfies K C B C A also satisfies
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[u(A) = u(B)| = [u(A =B)| < [u|(A = B) < [u|(A-K) <&,
which completes the proof of the lemma. a

Let X be a locally compact Hausdorff space. We will denote by M, (X,R) the set
of all finite signed regular Borel measures on X and by M, (X,C) the set of all com-
plex regular Borel measures on X. It is easy to check that M,(X,R) and M,(X,C)
are linear subspaces of the vector spaces M(X,Z(X),R) and M(X,%#(X),C) of all
finite signed or complex measures on (X, %(X)). These larger spaces are Banach
spaces under the total variation norm (Proposition 4.1.8). Moreover M,(X,R) and
M, (X,C) are closed subspaces of M(X,%(X),R) and M(X,%(X),C) (to check
this, note that if u is regular, if || — v|| < €, and if A is a Borel set and U is an open
set chosen so that A C U and |u|(U — A) < &, then

VI(U—A) < [v—ul[+]ul(U-A) <2e).

It follows that M, (X ,R) and M, (X, C) are themselves Banach spaces under the total
variation norm.

Recall (see Sect. 4.1) that if (X, /) is a measurable space, if f is a bounded 7 -
measurable function on X, and if i is a finite signed measure on (X, .%7) with Jordan
decomposition 4 = u* — u~, then the integral of f with respect to u is defined by

[rau= [ rau*~ [rau-.

Likewise, if u is a complex measure with Jordan decomposition u = u; — U +
i3 — iy, then

/fdliZ/fd.m—/fdl.tz—i—i/fdm—i/fd/.u.

Theorem 7.3.6. Let X be a locally compact Hausdorff space. Then the map that
takes the finite signed (or complex) regular Borel measure UL to the functional f —
[ fdu is an isometric isomorphism of the Banach space M,(X,R) (or M,(X,C))
onto the dual of the Banach space Co(X) (or C§ (X)).

Proof. For each finite signed regular Borel measure (4 on X define a functional @,
on Cy(X) by @ (f) = [ fdu.Itis easy to see that @, is a linear functional on Cy(X)
and that

Dy ()] < [f ool 2]
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holds for each f and u (see the discussion at the end of Sect.4.1). Thus @, is
continuous and its norm satisfies

[P < [l e))

Moreover, u — @, defines a linear map @ from M,(X,R) to the dual of Cyp(X).
Analogous results hold for complex measures and complex-valued functions.

We need to show that @ is norm preserving and surjective. Let us begin with the
first of these tasks. In view of (1), it is enough to show that

[Pyl = [l 2

holds for each u. So let u belong to M,(X,R) or to M,(X,C), and let € be a
positive number. We can assume that ||| # 0. According to the definition of |||,

we can choose a finite partition of X into Borel sets A;, j =1, ..., n, such that
o1 lu(Aj)| > |lp]l — &. Now choose compact subsets K, ..., K of Ay, ..., A,
such that

il =& < X 1u(K))| < |l (K;)
J J

(see Lemma 7.3.5). We can assume that 1 (K;) # 0 holds for each j. Choose a
continuous function f that has compact support (and hence vanishes at infinity),
satisfies || f|| < 1, and is such that f(x) = u(K;)/|u(K;)| holds for each j and
each x in K (see Proposition 7.1.12). Let K = U;Kj. Then [i fdu = ¥; |u(K;| >
||| — €, while | [ge fdu| < |u|(K) < e. It follows that | [ fdu| > ||u|| — 2e.
Since f satisfies ||f|l < 1 and € is arbitrary, relation (2) follows. Thus @ is norm
preserving.

We turn to the surjectivity of ®. First consider the case of real-valued functions
and measures. Suppose that L is a continuous linear functional on Cy(X) that
is positive, in the sense that L(f) > 0 holds for each nonnegative f in Co(X).
The restriction of L to J£(X) is also positive, and so the Riesz representation
theorem (Theorem 7.2.8) provides a regular Borel measure y on X such that
L(f) = [ fdu holds for each f in ¢ (X). Lemma 7.2.7 implies that

u(X)=sup{L(f): fe X (X)and 0 < f <1},

and hence that (X) < ||L||; in particular, u is finite. Note that so far we have only
proved that L(f) = ®,(f) holds when f belongs to the subspace % (X) of Co(X).
However, since J¢ (X) is dense in Co(X) (Proposition 7.3.2), while L and @, are
continuous, the equality of L and ®, on Cy(X) follows. With this we have proved
that each positive continuous linear functional on Cy(X) is of the form @,,.

We need the following lemma to complete the proof of Theorem 7.3.6.

Lemma 7.3.7. Let X be a locally compact Hausdorff space. Then for each contin-
uous linear functional L on Cy(X) there are positive continuous linear functionals
Ly and L_ on Cy(X) such that L=L, —L_.
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Proof. For each nonnegative f in Cy(X) define L, (f) by

Li(f) =sup{L(g):g € Co(X)and 0 < g < f}. (3)
The relation

IL()] < ILI[llgllee < TIZ]flees

which is valid if 0 < g < f, implies that the supremum involved in the definition of
L (f) is finite and in fact that

Lo (f) < LIS llee- 4)

We need to check that if # > 0 and if f, f|, and f> are nonnegative functions in
Co(X), then

0<Ly(f),
Li(tf) =tL+(f), and
Li(fi+f2) =Li(fi) +L+(f2)

The first two of these properties are easy to check, and so we turn to the third. If g;
and g, belong to Cp(X) and satisfy 0 < g1 < fland0< g, < fo, then 0 < g1 + g2 <
fi+ f2, and so

L(g1) +L(g2) = L(g1+ &) < Ly (fi+ fo).
Since g; and g» can be chosen so as to make L(g;) + L(g») arbitrarily close to

Li(f1)+Ly(f>), the inequality

Li(fi)+Li(f2) <Ly (fi+f2)

follows. Now consider the reverse inequality. Suppose that g belongs to Cy(X) and
satisfies 0 < g < f] + f», and define functions g; and g, by g1 = gA fi and g, =
g — g1 Then g; and g; belong to Cyp(X) and satisfy 0 < g; < f; and 0 < g, < f>,
and so

L(g) = L(g1) +L(g2) < Ly (f1) +L+(f2)-

Since g can be chosen so as to make L(g) arbitrarily close to Ly (f1 + f2), the
inequality

L. (fi+f) <Ly (fi)+Li(f2)

follows. With this the third of our properties is proved.
Now use the formula

Lo(f) =L (f7)—Le(f), %)

where fT and f~ are the positive and negative parts of f, to extend the definition
of Ly to all of Cy(X). By imitating some arguments used in the construction of the
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integral (see Lemma 2.3.5 and Proposition 2.3.6), the reader can show that L, is
a linear functional on Cy(X). The positivity of L, is clear. Relations (4) and (5),
together with the positivity of L;., imply that |L; (f)| < ||L|||| /]| and hence that L
is continuous.

Define a functional L_ on Cy(X) by L_ = L, — L. The linearity and continuity of
L_ are immediate. Its positivity follows from its definition and the fact that L, (f) >
L(f) holds for each nonnegative f (let g = f in relation (3)). Since L=L, —L_,
the proof of the lemma is complete. O

Let us return to the proof of Theorem 7.3.6. Since we have already checked
that each positive continuous linear functional on Cy(X) is of the form @, the
surjectivity of ®@: M,(X,R) — Cy(X)* follows from Lemma 7.3.7. The extension
to the case of complex-valued functions and measures is easy: if L € Cg (X)*, then
there are functionals L, and L, in Co(X)* such that L(f) = L; (f) +iL,(f) foreach f
in Co(X) (that is, for each real-valued f in C§ (X)), and so if it and i, are the finite
signed regular Borel measures that represent L and L, then u; +ill; is a complex
regular Borel measure that represents L. O

We close this section by turning to those finite signed or complex measures v
on (X,#(X)) that have the form v(A) = [, fdu for some u-integrable f (here u
is a positive regular Borel measure on X). Two questions arise: Does the regularity
of v follow from the regularity of u? Can such measures v be characterized by a
version of the Radon—Nikodym theorem, even if y is not o-finite? The next two
propositions answer these questions.

These results will be used only in Sect. 9.4.

Proposition 7.3.8. Let X be a locally compact Hausdor{f space, let |l be a regular
Borel measure on X, let f belong to " (X, %(X), ), and let v be the finite signed
or complex measure on (X, #(X)) defined by v(A) = [, fdu. Then v is regular.

Proof. For each f in Z'(X,9(X),u) define a finite signed or complex measure
vy on (X,%(X)) by vf(A) = [, fdu. Let us deal first with the case where f is
the characteristic function of a Borel set B for which p(B) < +eo. In this case
Vv is the positive measure given by v¢(A) = u(ANB), and for each A in HA(X)
Proposition 7.2.6, applied to the measure t and the set A N B, implies that

v(A) = sup{v¢(K) : K C A and K is compact }. (6)

Thus vy is inner regular. The outer regularity of v, follows if for each A in #(X)
we use (6) (with A replaced by A€) to approximate A° from below by compact sets
and hence to approximate A from above by open sets.

We can use the regularity of v, for such characteristic functions to conclude first
that vz is regular if f is simple and integrable and then that vy is regular if f is an
arbitrary integrable function (see Propositions 3.4.2 and 4.2.5). a

Proposition 7.3.9. Let X be a locally compact Hausdor{f space, let |l be a regular
Borel measure on X, and let v be a finite signed or complex regular Borel measure
on X. Then the conditions
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(a) there is a function f in L1(X,%(X),u) such that v(A) = [, fdu holds for
each A in B(X),

(b) v is absolutely continuous with respect to |1 (each Borel subset A of X that
satisfies 1L(A) = 0 also satisfies v(A) = 0), and

(c¢) each compact subset K of X that satisfies L(K) = 0 also satisfies v(K) =0

are equivalent.

Proof. 1t is clear that condition (a) implies condition (b) and that condition (b)
implies condition (c).

If A € #(X), then Lemma 7.3.5 implies that for every positive € there is a
compact subset K of A such that |v(A) — v(K)| < €. Consequently if condition (c)
holds and if A satisfies pt(A) =0, then A must also satisfy v(A) = 0. Thus condition
(c) implies condition (b).

Next suppose that condition (b) holds. The difficulty in using the Radon—
Nikodym theorem (Theorem 4.2.4) to derive condition (a) is that we are not
assuming that y is o-finite. We take care of this as follows. Use the regularity of
v to choose an increasing sequence {K,} of compact sets such that lim, |V|(K,) =
|[v|(X). Then, because of the regularity of u, u(K,) is finite for each n, and so the
measure [y defined by up(A) = u(AN(U,K,)) is o-finite. Since v is absolutely
continuous with respect to p and since |V|(X — (UnK,)) = 0, v is also absolutely
continuous with respect to po. Thus the Radon-Nikodym theorem provides a
function f in £'(X, %(X), o) such that v(A) = [, f do holds for each A in Z(X).
If we modify f so that it vanishes outside U, K, then v(A) = [, fdu holds for each
A in Z(X). With this we have shown that condition (b) implies condition (a). O

Proposition 7.3.10. Let X be a locally compact Hausdorff space, and let |l be a
regular Borel measure on X. For each f in £ (X,%(X), 1) define a finite signed or
complex measure vy on (X, (X)) by means of the formula v¢(A) = [, fdu. Then
the map f — Vy induces a linear isometry of L' (X, %(X), 1) onto the subspace of
M (X,R) (or of M(X,C)) that consists of those v that are absolutely continuous
with respect to L.

Proof. The proposition is an immediate consequence of Propositions 7.3.8 and 7.3.9
and the fact that || v¢|| = [|f|du (see Proposition 4.2.5). O

Exercises

1. Describe % (X) and Cyp(X) rather explicitly in the case where X is the space
{(xl,X2) S R?: (Xl,xz) # (0,0)}

2. Give an example of a continuous function f: R> — R that does not belong to
Co(R?) but satisfies lim, .. f(tx1,tx) = 0 for each nonzero (x1,x;) in R,
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. Let X be a locally compact Hausdorff space, let X* be its one-point compact-

ification, and let x.. be the point at infinity. Show that a function f: X — R
belongs to Cy(X) if and only if the function f*: X* — R defined by

P { flx) ifxeX,

0 if X = Xeo,

is continuous.

. Show that the decomposition L = L — L_ given in the proof of Lemma 7.3.7

is minimal, in the sense that if L = L| — L, is another decomposition of L into
a difference of positive linear functionals, then L;(f) > Ly (f) and Ly(f) >
L_(f) hold for each nonnegative f in Cy(X).

. Prove the converse of Lemma 7.3.5: if X is a locally compact Hausdorff space,

if u is a finite signed or complex measure on (X, (X)), and if u satisfies the
conclusion of Lemma 7.3.5, then u is regular.

. Let X be a locally compact Hausdorff space, and let u be a regular Borel

measure on X such that (X ) = +oo. Show that there is a nonnegative function
Fin Cy(X) such that [ fdu = +oo.

. Let X be a locally compact Hausdorff space. Show that each positive linear

functional on Cy(X) is continuous.

. Show that if X is a second countable locally compact Hausdorff space, then

Co(X) is separable. (Hint: Use Exercises 7.1.9 and 7.3.3.)

. Let Y be the space of all countable ordinals, with the order topology (see Exer-

cise 7.1.10). Show that Y is not compact, but Co(Y) = £ (Y).

Let X be a compact Hausdorff space, let %y(X) be the Baire o-algebra on
X (see Exercise 7.2.8), and let C(X) be the space of all continuous real-
(or complex-) valued functions on X. Give C(X) the norm || - || defined by
I f]leo = sup{] f(x)| : x € X }. Show that the map that assigns to a finite signed (or
complex) measure 1 on (X, % (X)) the functional f — [ fdu is an isometric
isomorphism of M(X,%y(X),R) (or of M(X,%y(X),C)) onto C(X)*. (Hint:
Modify the proof of Theorem 7.3.6; see Exercises 7.2.9 and 7.2.10.)

7.4 Additional Properties of Regular Measures

This section is devoted to several useful facts about regular measures.

Proposition 7.4.1. Let X be a locally compact Hausdorff space, let o/ be a o-
algebra on X that includes %(X ), and let |1 be a regular measure® on (X ,<7). Then
the union of all the open subsets of X that have measure zero under [l is itself an
open set that has measure zero under [l

>Note that u is a positive measure, since its specification has no modifier such as “signed” or
“complex.”
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Proof. Let % be the collection of all open subsets of X that have measure zero
under u, and let U be the union of the sets in 2. Then U is open and so belongs to
/. If K is a compact subset of U, then K can be covered by a finite collection Uy,
Us, ..., U, of sets that belong to %, and so we have

u(K) < i“(Ui) =0.

This and the inner regularity of u imply that u(U) = 0. O

Let us continue for a moment with X and p having the same meaning as in the
statement of Proposition 7.4.1. Then X has a largest open subset of (i-measure zero,
namely the union of all its open subsets of t-measure zero. The complement of this
open set is called the support of 1t and is denoted by supp(ut). Of course supp(ut) is
the smallest closed set whose complement has measure zero under . Furthermore,
a point x belongs to supp(ut) if and only if every open neighborhood of x has positive
measure under L.

If u is a finite signed or complex regular Borel measure on a locally compact
Hausdorff space, then its support is defined to be the support of its variation |].

Examples 7.4.2. It is easy to check that if, as usual, A is Lebesgue measure on
R, then supp(A) = R. At the other extreme, if Oy is the point mass on (R, %(R))
concentrated at x, then supp(dy) = {x}. See Exercises 1 through 5 for more
information about supports. O

We turn to two theorems that deal with the approximation of measurable
functions by continuous functions. These results are often useful, since continuous
functions are in many ways easier to handle than are measurable functions.

Proposition 7.4.3. Let X be a locally compact Hausdorff space, let o/ be a o-
algebra on X that includes B(X), and let | be a regular measure on (X, /).
Suppose that 1 < p < +eo. Then J¢ (X) is a dense subspace of £P(X, o, 1, R)
and so determines a dense subspace of LP (X, </, U, R).

Note that Proposition 7.4.3 is a generalization of Proposition 3.4.4.

Proof. 1t is clear that ¢ (X) C .£P(X,</,u,R). Since the simple functions in
LP(X, o/ ), R) are dense in £P(X,o7,1,R) (Proposition 3.4.2), it suffices to
show that if A belongs to <7 and has finite measure under u, then there are functions
fin Z (X) that make || x4 — f||, arbitrarily small.

So let A be as specified above, and let € be a positive number. Use the outer
regularity of u to choose an open set U that includes A and satisfies u(U) <
W(A) + €, and use Proposition 7.2.6 to choose a compact set K that is included
in A and satisfies u(K) > 1 (A) —e. Let f belong to ¢ (X ) and satisfy yx < f < yv
(see Proposition 7.1.9). Then | x4 — f| < xv — Xk, and so

la = fllp < llxw = xxllp = (u(U = K)) /P < (2¢)"/7;

since (28)1/ P can be made arbitrarily small by a suitable choice of €, the proof is
complete. O
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Theorem 7.4.4 (Lusin’s Theorem). Let X be a locally compact Hausdorff space,
let o be a o-algebra on X that includes B(X), let U be a regular measure on
(X,47), andlet f: X — R be of -measurable. If A belongs to <7 and satisfies L(A) <
oo and if € is a positive number, then there is a compact subset K of A such that
U(A—K) < € and such that the restriction of f to K is continuous. Moreover, there
is a function g in # (X) that agrees with f at each point in K; if A # @& and f is
bounded on A, then the function g can be chosen so that

supf{[¢(x)] : x € X} < sup{|f(x)| : x € A}. (1)

Proof. First suppose that f has only countably many values, say a;, as, ...,

and that these values are attained on the sets Ay, Aj, .... Use Proposition 1.2.5
to choose a positive integer n such that u(A — (U?_,A4;)) < €/2, and then use
Proposition 7.2.6 to choose compact subsets Kj, ..., K, of ANAj, ..., ANA, that

satisfy 7' | n((ANA;) —K;) < €/2. Let K = U | K;. Then K is a compact subset of
A, and

HA—K) = u(A— (U, A)) + S ((ANA) —K) < 2/2+2/2 = ¢.
i=1

Furthermore, since f is constant on each Kj, its restriction to K is continuous
(see D.6). Thus K is the required set.

Now let f be an arbitrary .« -measurable function. Then f is the uniform limit of a
sequence { f, } of functions, each of which is .«7-measurable and has only countably
many values (for example, f, might be defined by letting f,(x) be k/n, where k is
the integer that satisfies k/n < f(x) < (k+ 1)/n). According to what we have just
proved, for each n there is a compact subset K,, of A such that u(A — K,,) < £/2"
and such that the restriction of f;, to K, is continuous. Let K = M, K,,. Then K is a
compact subset of A,

HA—K) <Y uA—K,) <Y e/2"=¢,

and f, as the uniform limit of the functions f;,, each of which is continuous on K, is
itself continuous on K. With this the first part of the theorem is proved.

We turn to the construction of a function g in J#(X) that agrees with f on K.
The one-point compactification X* of X is normal (Proposition 7.1.7), and so the
Tietze extension theorem (Exercise 7.1.6) provides a continuous function 2*: X* —
R that agrees with f on K. Let g: X — R be the product ip, where £ is the restriction
of h* to X and p is a function that belongs to . (X) and satisfies p(x) = 1 at each
x in K (Proposition 7.1.9). Then g belongs to .# (X) and agrees with f on K. In
order to make sure that g satisfies inequality (1), let B = sup{|f(x)| : x € A}, define
¢o: R— Rby
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—-B ift < -B,
@(1)=qt if-B<t<B,
B ifB<1t,
and replace g with ¢ og. a

Note that Proposition 7.4.3 and Theorem 7.4.4 can be extended to apply to
complex-valued functions. Everything except for inequality (1) can be proved by
dealing with real and imaginary parts separately. For the proof of (1), let B =
sup{|f(x)|: x € A}, and define ¢: C — C by

t if [t| <B,
o(t) ={

‘i—‘B if |t| > B.

Then ¢ is continuous, and, as before, the function g can be replaced with ¢ o g.

The reader should note that in certain cases Lusin’s theorem can be used to
characterize measurable functions (see Exercise 7.5.2). In fact, Bourbaki defines
a function to be measurable if it satisfies the conclusion of Lusin’s theorem.

For our next result we need to recall two definitions. Let X be a topological space.
A function f: X — (—oo,+oo] is lower semicontinuous if for each x in X and each
real number A that satisfies A < f(x) there is an open neighborhood V of x such that
A < f(1) holds at each 7 in V. It is easy to see that f is lower semicontinuous if and
only if for each real number A the set {x € X : A < f(x)} is open. It follows that
the supremum of a collection of continuous (or lower semicontinuous) functions is
lower semicontinuous and that each lower semicontinuous function on a Hausdorff
space is Borel measurable.

Now suppose that X is an arbitrary set and that J# is a family of [—eo, +oo]-valued
functions on X. Then 47 is directed upward if for each pair hy, hy of functions in
S there is a function & in JZ that satisfies 41 < h and Ay < h. Note that if JZ is
directed upward and if &1, ..., h, belong to 57, then there is a function 4 in ¢ that
satisfies h; < hfori=1, ..., n.

Proposition 7.4.5. Let X be a locally compact Hausdorff space, let </ be a G-
algebra on X that includes 9(X), and let U be a regular measure on (X, /).
Suppose that f: X — [0,+o0] is lower semicontinuous and that 7 is a family of
nonnegative lower semicontinuous functions that is directed upward and satisfies

f(x) =sup{h(x): h € A} (2)
at each x in X. Then

/fd,u:sup{/hd,u:hejf}.
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Proof. Certainly [hdp < [ fdu holds whenever & belongs to .7#. Thus we need
only show that for each real number A that satisfies A < [ fdu there is a function
h that belongs to . and satisfies A < [hdy. So let A be a real number (which we
will hold fixed) that satisfies A < [ fdu.

We begin by approximating f with simple functions in the following way. For
each positive integer n define open sets U, ;, i =1, ..., n2", by

Uni={xeX: f(x)>i/2"},
and then define a function f,: X — R by

1 n2"

fn = ﬁ;xUn,i'

Each f, is Borel measurable and hence «/-measurable. It is easy to check that
fa(x) =0 if f(x) =0, that f,,(x) = i/2" if 0 < f(x) < n and i is the integer that
satisfies i/2" < f(x) < (i+1)/2", and that f,(x) =nif n < f(x). Consequently { f, }
is a nondecreasing sequence of nonnegative functions for which f(x) = lim, f,(x)
holds at each x in X, and so the monotone convergence theorem (Theorem 2.4.1)
implies that | fdu = lim, [ f, du. Hence we can choose a positive integer N such
that A < [ fydu. The plan now is to choose a function g that satisfies A < [gdu
but is a bit more convenient than fy and then to choose a function 4 in 7 that is at
least as large as g.

Since [ fvdu = (1/2V)3;u(Uy;), we can use the regularity of u to get
compact subsets K; of Uy, i = 1, ..., N2V, such that A < (1/2V)3,; u(K;). Let
8= (I/ZN)ZiZKi'

Note that g(x) < fiy(x) < f(x) holds at each x for which f(x) > 0 and hence at
each x in UIIVZNKi. Thus (see also (2)) for each x in UIIVZNKi there is a function /,
in 7 such that g(x) < h(x). Since A, is lower semicontinuous and g is a positive
multiple of a finite sum of characteristic functions of compact (and hence closed)
sets, we can choose an open neighborhood U, of x such that g(z) < h.(¢) holds at
each 7 in U,. Carrying this out for each x in UN2" K; gives an open cover of UM K;;

since UL 2V K; is compact, we can get first a finite subcover Uy, ..., Uy, of UY Mg
and then a function / in .77 such that hxj. < hholds for j =1, ..., m (recall that 57
is directed upward). The function 4 satisfies g < h and so satisfies

1
A< Z—NZIJ(Ki):/gle S/hdlL

Thus we have produced the required function %, and the proof is complete. a
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Exercises
1. Let {a,} be a sequence of positive real numbers such that >, a, < +oo, let

10.

{xx} be an arbitrary sequence of real numbers, and let u be the measure on
(R, %(R)) defined by u = ¥, a, 8, . Find supp(u).

. Construct a finite signed regular Borel measure {t on R such that supp(u™) and

supp(u ) are both equal to R.

. Let X be a locally compact Hausdorff space, and let u be a regular Borel

measure on X. Show that a point x in X belongs to supp(ut) if and only if every
nonnegative function f in ¢ (X) that satisfies f(x) > 0 also satisfies [ fdu > 0.

. Let X be an uncountable space that has the discrete topology (and so is locally

compact), and let X* be the one-point compactification of X. Show that there is
no regular Borel measure ¢t on X* such that supp(u) = X*.

. Let X and Y be as in Exercise 7.1.10.

(a) Show that there is no regular Borel measure i on X such that supp(p) =X.
(b) Is there a regular Borel measure i on Y such that supp(u) =Y?

. Give a proof of Lusin’s theorem that does not depend on the Tietze extension

theorem. (Hint: Construct real-valued .<7-measurable functions fi, f>, ... such
that each f,, has only countably many values and such that | f, (x) — f(x)| < 1/2"
holds for each n and x. Show that by applying part of the argument in the first
paragraph of the proof of Theorem 7.4.4 to the functions fi, f> — fi, f3 — fa,

. and then using Proposition 7.1.12, we can construct functions gy, g2, ...
in Z (X) such that Y, g, belongs to Cp(X) and agrees with f on a suitably
large compact subset of A. Then modify Y, g, so that it belongs to .7 (X) and
satisfies inequality (1).)

. Let X be a topological space and let A be a subset of X. Show that x4 is lower

semicontinuous if and only if A is open.

. Let X be a topological space and let f: X — (—co, o] be lower semicontinu-

ous. Show that if K is a nonempty compact subset of X, then
(a) f is bounded below on K, and
(b) there is a point xg in K such that f(xo) = inf{f(x) : x € K}.

. Let X be a locally compact Hausdorff space, and let f be a nonnegative lower

semicontinuous function on X. Show that

f(x) =sup{g(x):g€ #(X)and 0 < g < f}

holds at each x in X.

Show by example that in Proposition 7.4.5 we can not replace the assumption
that the functions in 7 are lower semicontinuous with the assumption that they
are Borel measurable. (Hint: Let X = R, let u be Lebesgue measure, let f be
the constant function 1, and choose 77 in such a way that [ 2du = 0 holds for
each hin J7.)
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7.5 The p*-Measurable Sets and the Dual of L'

Let X be a locally compact Hausdorff space, and let I be a positive linear functional
on J¢(X). In Sect.7.2 we constructed an outer measure y* on X by using the
equation

w*(U)=sup{I(f): f € #(X)and f < U}, (1)
to define the outer measure of the open subsets of X, and then using the equation
u*(A) =inf{u*(U):U isopenand A CU} (2)

to extend u* to all the subsets of X. Let .#;+ be the c-algebra of *-measurable
sets. We showed that Z(X) C .+ and that the restrictions u and y; of u* to A(X)
and to ./« are regular measures such that

[rau= [ ram=1s)

holds for each f in J# (X).

Although the Borel measure u is appropriate for most purposes, its extension L
is occasionally useful (see Theorem 7.5.4 and Exercise 2). In this section we will
study a few of the properties of iy and of .#Z),+.

Proposition 7.5.1. Let X be a locally compact Hausdorff space, and let u* and
My be as in the introduction to this section. If B is a subset of X, then the
conditions

(a) Be %y*,
(b) BNU € M+ whenever U is an open subset of X for which u*(U) is finite, and
() BNK € .#,+ whenever K is a compact subset of X

are equivalent.

Proof. Since the open subsets of X and the compact subsets of X belong to .+,
condition (a) implies conditions (b) and (c).

Next assume that condition (b) holds. According to the discussion preceding
Proposition 1.3.5, we can prove that B is g*-measurable by showing that

pH(A) = u (ANB) +u (AN BY) 3)

holds for each subset A of X that satisfies 1*(A) < 4. So let A be such a set, and
let U be an open set that includes A and satisfies *(U) < 4. Then condition (b)
says that U N B is i*-measurable, and so

' U)=p"(UNB)+u"(UNB) = u*(ANB)+u*(ANB°).

Since U can be chosen so as to make p*(U) arbitrarily close to t*(A), inequality (3)
follows. With this the proof that (b) implies (a) is complete.
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Finally, suppose that condition (c) holds. We will show that condition (b) follows.
Let U be an open set such that u*(U) < +-eo, and choose a sequence {K,} of
compact subsets of U such that u*(U) = sup, u*(K,). Then on the one hand,
condition (c) says that each BN K, belongs to .+, while on the other hand,
BN (U —U,K,), as a subset of U — U, K,, has y*-measure 0 and so belongs to
AMy+. Since BN U is the union of these sets, it also belongs to .+ and condition
(b) follows. a

The following lemma is needed for our proof of Proposition 7.5.3, which is an
important technical fact about the o-algebra .#),~ of u*-measurable sets.

Lemma 7.5.2. Let X be a locally compact Hausdorff space, let </ be a 6-algebra
on X that includes HB(X), and let | be a regular measure on (X, ). If K is a
compact subset of X such that (K) > O, then there is a compact subset Ky of K
such that n(Ky) = w(K) and such that each open subset U of X that meets K
satisfies (U NKp) > 0.

Proof. The proof here is very similar to that of Proposition 7.4.1: here we let U
be the union of the open sets V such that u(V NK) = 0, and we check that every
compact subset of U N K has measure zero. It then follows from Proposition 7.2.6
that (U NK) =0, and so we can let Ky be KNU*. O

Proposition 7.5.3. Let X be a locally compact Hausdorff space, and let u*, M+,
and U be as in the introduction to this section. Then there is a disjoint family 6y of
compact subsets of X such that

(a) ifK € 6, then ;1 (K) >0,

(b) if U is open, if K € 6y, and if U NK # @, then ) (UNK) > 0,

(c) ifA € My and if Ui (A) < 4o, then ANK # @ for only countably many sets K
in 6o, and

m(A) =Y m(ANK),
K

(d) a subset A of X belongs to .#~ if and only if for each K in €y the set ANK
belongs to M)+, and

(e) a function f: X — R is .M y+-measurable if and only if for each K in €y the
function fyg is M y~-measurable.

Proof. Let E be the collection of all families 6 of compact subsets of X such that

(i) the sets in ¢ are disjoint from one another,
(ii) if K € €, then y;(K) > 0, and
(iii) if U is open, if K € €, and if UNK # &, then u;(UNK) > 0.

Note that Z contains & and so is nonempty, and that Z is partially ordered
by inclusion. Furthermore, if =y is a linearly ordered subcollection of =, then
UZo belongs to Z and so is an upper bound for Zy. Hence Zorn’s lemma (see
Theorem A.13) implies that = has a maximal element.
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Let %, be a maximal element of Z. We will check that % satisfies properties (a)
through (e). Properties (a) and (b) are immediate.

We turn to property (c). Suppose that A belongs to .#,,+ and satisfies u;(A) <
+oo, and use (2) to choose an open set U such that A C U and p(U) < +eo.
Then each set K in % that meets A also meets U and so, by property (b), satisfies
11 (UNK) > 0. Since 1 (U) < +eo and the sets in %) are disjoint from one another,
there can for each n be only finitely many sets K in 4 such that y;(UNK) > 1/n
and hence only countably many sets K in % such that i; (UNK) > 0. Since A C U,
it follows that only countably many of the sets in % meet A.

Now consider the second half of (c). To prove that iy (A) =Yg 1 (ANK), where
K ranges over those sets in 4 that meet A, we need only show that A — (Ux(ANK))
has pj-measure zero. But if that set had positive measure, then according to
Proposition 7.2.6 and Lemma 7.5.2, it would include a compact subset K that would
satisfy p; (K) > 0 and p; (UNK) > 0 for each open set U such that U NK # &. Such
a set K would be disjoint from all the sets in 6p. This cannot happen, however, since
it would contradict the maximality of the family %,. With this the proof of property
(c) is complete.

To begin the proof of property (d), suppose that A is a set such that ANK € .4+
holds for each K in 4. According to Proposition 7.5.1, it is enough to show that
ANL € .#+ for an arbitrary compact subset L of X. So let L be such a set. Part (c) of
the current proposition says that L meets only countably many of the sets in % and
that p; (L —U,K,) =0, where {K,} is the collection of sets in % that meet L. Thus
ANLis the union of the countable collection of sets of the form AN K, NL, together
with a subset of the p;-null set L — U,Kj,. Since all these sets are y*-measurable,
the measurability of A follows and half of property (d) is proved. The converse half
is immediate.

Property (e) follows from property (d), since for each Borel subset B of R and
each K in 6 we have f~!(B)NK = (fyx) '(B)NK. O

Let us turn to an application of the preceding result. Suppose that (X,.<7, 1) is an
arbitrary measure space and that T is the map from L™ (X,.7, ) to (L' (X,.o/, u))*
that associates to each (g) in L (X, o, 1) the functional 7}, defined by

T (1)) = [ fedu @

(see Sect.3.5). Recall that 7 is an isometric isomorphism of L*(X,.«/, 1) onto a
subspace of (L'(X,,u))* (Proposition 3.5.5). Recall also that T is surjective
if (X,<7,u) is o-finite but fails to be surjective in some other situations (see
Theorem 4.5.1 and the example at the end of Sect.4.5). We now use Proposi-
tion 7.5.3 to show that the map T is surjective for a large class of not necessarily
o-finite spaces.

Theorem 7.5.4. Let X be a locally compact Hausdorff space, and let u*, #+, and
1 be as in the introduction to this section. Then the map T given by Tio((f)) =

[ fgdu is an isometric isomorphism of L™ (X, My, 1) onto (L' (X, My, 101))*.
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Proof. In view of the preceding discussion, only the surjectivity of T needs to be
checked. Let F belong to (L'(X,.#y~,11))*, and let %, be a disjoint family of
compact subsets of X for which properties (a) through (e) of Proposition 7.5.3 hold.
For each K in %4 consider the measure space (K, #x, k), where .#x is the o-
algebra consisting of those subsets of K that belong to .#,+ and Lk is the restriction
of ty to M. Let Fx be the functional on L!(K,.#k, k) defined by Fx((f)) =
F({f")), where f’ is the function on X that agrees on K with f and that vanishes
outside K. Since Lk is a finite measure, there is (Theorem 4.5.1) an .#x-measurable
function g; on K such that

sup{lex (x)] : x € K} = [|Fg || < [|F| ®)

and such that Fx ((f)) = [x fex dLik holds for each (f) in L' (K, #, ux). For each
K in 6y choose such a function gg. Let g be the function on X that vanishes outside
U% and that for each K in % agrees with gx on K. It follows from part (e) of
Proposition 7.5.3 and inequality (5) that g € £ (X, A+, 11).

Let us check that F' = T . It is clear that if f is a member of LYX, My, 111)
that vanishes outside some K in 6o, then F((f)) = T(y)((f)). If f is an arbitrary
function in £ (X, Mg+, M), then f vanishes outside the union of a sequence of sets
of finite measure (Corollary 2.3.11); thus according to part (c) of Proposition 7.5.3,
there is a sequence {K,} of sets in %, such that f vanishes almost everywhere
outside U, K. Since the functionals F' and T, agree on each (fxx,) and since
limy || f — 3N, fxx, |1 =0, it follows that F((f)) = Tio)({f))- Thus F = T},), and
the proof is complete. O

It is natural to ask whether in Theorem 7.5.4 the measure space (X, #+, 1)
can be replaced with (X, 2(X), it). This change can of course be made if u; and u
are o-finite and can also be made in certain other situations (see Theorem 9.4.8); it
cannot be made in general (see Fremlin [47]).

We are now in a position to sketch the relationship of the treatment of integration
on locally compact Hausdorff spaces given here to that given by Bourbaki (see [18]).

Let X be a locally compact Hausdorff space and let .#, (X) be the set of all
[0, +ec]-valued lower semicontinuous functions on X. Suppose that [ is a positive
linear functional on ¢ (X) (in Bourbaki’s terminology, I is a positive Radon
measure on X). Bourbaki defines a function I*: ., (X) — [0, 4] by

I'(f) = sup{l(g) : g € A (X) and 0 < g < f}
and then uses the formula
I'(f) =inf{I"(h): h e S (X) and f < h}
to extend I* to the set of all [0, +oo]-valued functions on X. He checks that I* satisfies

F(f+g) <I(f)+1'(g) (6)
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and
I'(af) =al*(f) (7

for all f,g: X — [0,4c] and all a in [0, +ee). Of course, /*(0) = 0. It follows that
the set .#! of functions f: X — R for which I*(|f|) < 4o is a vector space over
R and that the function Ny : .#! — R defined by Ny (f) = I*(|f|) is a seminorm on
Z'. Bourbaki then defines .#’! (X, 1) to be the closure of # (X) in® .Z! (of course
Z!is given the topology determined by N;), and extends / from .# (X) to £ (X,I)
by letting

1(f) = im1(f,) 8)

hold whenever { f,, } is a sequence of functions in .2 (X) for which lim, N, (f,, — f) =
0 (check that the limit in (8) exists and depends only on f). He calls the functions
that belong to ' (X,I) I-integrable, and he calls the extension of I to £ (X,I)
the integral; he often writes’ [ fdI in place of I(f). He calls a function f: X — R
I-measurable if for each compact subset K of X and each positive number € there is
a compact subset L of K that satisfies I (yx_1) < € and is such that the restriction
of f to L is continuous. Furthermore, he calls a subset A of X I-integrable if y, is
I-integrable and I-measurable if }, is I-measurable.

The following theorem shows how these concepts are related to those treated
earlier in this chapter.

Theorem 7.5.5. Let X be a locally compact Hausdorff space, let I be a positive
linear functional on ¥ (X), let ' (X ,I) be as defined in the preceding paragraphs,
and let W*, M+, and |11 be as defined at the beginning of this section. Then

(a) ZYX, 1) =LY X, My, 11, R),

() [fdl = [ fduy holds for each f in L' (X,I),

(c) a subset A of X is I-measurable if and only if it belongs to M)+, and

(d) afunction f: X — R is I-measurable if and only if it is .#+-measurable.

Proof (A Sketch). It follows from Proposition 7.4.5 and Exercise 7.4.9 that

Nﬁ:/ﬂm )

holds for each f in #;(X) and then from (9), together with the additivity and
homogeneity of the integral, that (6) and (7) hold for all f,g: X — [0,+co] and

SNote that I* (| f|) = I(|f|) < +oo holds for each f in #"(X) and hence that ¢ (X) is included in
T

7 Actually, he usually calls his positive linear functional u, and he writes u(f) and [ fdu, rather
than /(f) and [ fdI; such notation will not be used in this book, since we have been using g to
denote a measure.
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all a in [0, +e0).8 Consequently .#! is a vector space and N; is a seminorm on it.
The reader should check that

r ()= [ 1f1dwm (10)

holds for each f in .Z l(X My, 11, R) (use (9) and an appropriate extension of
Lemma 6.3.12 to the case of functions on locally compact Hausdorff spaces).

In view of (10), Proposition 7.4.3 implies that Jl(X,///,l*,ul,R) is included
in Z1(X,I) and that [ fdu = [ fdI holds for each f in LV(X, .-, 11, R).
The reverse inclusion is left to the reader (use (9) to show that if f € & 1(X ),
then there is a sequence {f,} in J#(X) that converges to f almost everywhere
with respect to u; and satisfies lim, Ny (f — f,) = 0; then use the completeness of
L! (X, Ay, 11, R)). With this parts (a) and (b) of the theorem are proved.

Part (d) follows from Lusin’s theorem (Theorem 7.4.4) and Exercise 2. Finally,
part (c) is a special case of part (d). O

Note that if / is a positive linear functional on ¢ (X), then

for each compact subset K of X there is a number ck such
that |7(f)| < ck|| || holds whenever f belongs to J# (X) (11)
and satisfies supp(f) C K

(choose a function g that belongs to .# (X)) and satisfies yx < g, and let cx be I(g)).
Bourbaki calls a (not necessarily positive) linear functional 7 on J# (X) a Radon
measure on X if it satisfies (11). Since each difference of positive linear functionals
on J# (X) satisfies (11), each such difference is a Radon measure. The proof of
Lemma 7.3.7 can be modified so as to show that every Radon measure on X is the
difference of positive Radon measures on X (that is, of positive linear functionals
on J# (X)). Thus the set of Radon measures on X is the vector space generated by
the set of positive linear functionals on % (X).
Note that the formula

1= [ rera) - [ rna

defines a Radon measure on R; this Radon measure cannot be represented in terms
of integration with respect to a signed measure on (R, #(R)) (recall that the positive
and negative parts of a signed measure cannot both be infinite). See, however,
Exercise 6.

8Bourbaki develops integration theory without first developing measure theory; his proofs, for
example, of (6) and (7) are therefore quite different from those given here.
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Exercises

1. Show that the assumption that A € .#,+ can be omitted from part (c) of
Proposition 7.5.3; that is, show that if u*(A) < 4o, then ANK # & holds for
only countably many of the sets K in %y, and

W(A) = Y u(ANK).
K

2. Let X, u*, and u; be as in the introduction to this section, and let f be a real-
valued function on X. Suppose that for each compact subset K of X and each
positive € there is a compact subset L of K such that

(i) wm(K—L)<e, and
(i1) the restriction of f to L is continuous.

Show that f is .#)+-measurable. (Note that this is a sort of converse to
Lusin’s theorem and that it explains one of the remarks following the proof of
Theorem 7.4.4.)

3. Let X be a locally compact Hausdorff space, let < be a c-algebra on X that
includes #(X), and let v be a regular measure on (X,.<”). Define a positive
linear functional 7 on J¢ (X) by I(f) = [ fdv. Show that if u*, .4, and u;
are associated to / as in this section, then &7 C .#),~ and v is the restriction of
Uy to .

4. Show by example that the assumption of o-finiteness can not be omitted in
Exercise 7.2.3. (Hint: See Exercise 7.2.4.)

5. Let X, I, u*, #yu~, u, and y; be as in the introduction to this section. Suppose
that 1 < p < oo,

(a) Show that if f € £P(X,. Ay, 1), then there is a function that belongs to
LP(X,B(X),u) and agrees with f p-almost everywhere.

(b) Conclude that L” (X, .#y+, 11) and LP (X, (X ), 1) are isometrically isomor-
phic to one another.

6. Show that if / is a Radon measure on the locally compact Hausdorff space X,
then there are regular Borel measures (t; and y; on X such that I(f) = [ fdu, —
J fdus holds for each f in # (X).

7.6 Products of Locally Compact Spaces

This section is devoted to the study of products of regular Borel measures on
locally compact Hausdorff spaces. In Chap. 5 we proved that if y and v are o-finite
measures on measurable spaces (X, /) and (¥, %), then there is a unique measure
U Xxvon (X xY,o x B) such that (1 x V)(A x B) = u(A)v(B) holds for each A
in o/ and each B in . Now assume that X and Y are locally compact Hausdorff
spaces. Then X x Y is a locally compact Hausdorff space, and it would be convenient
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if for each pair of regular Borel measures on X and Y, the constructions in Chap. 5
gave a regular Borel measure on X x Y. However, two problems arise. First, regular
Borel measures can fail to be o-finite, and so the earlier theory can fail to apply.
Second, the product c-algebra Z(X) x (Y ) can fail to contain all the Borel subsets
of X x Y (see Exercise 5.1.8), in which case no measure on Z(X) x #(Y) can
be regular.

We will begin by proving that these difficulties cannot arise if the spaces X
and Y have countable bases for their topologies; then we will turn to a theory of
product measures that is suitable for Borel measures on arbitrary locally compact
Hausdorff spaces. Lemma 7.6.1 and Proposition 7.6.2 suffice for most applications.
The remaining parts of this section will be used only in Chap.9 and should be
skipped by most readers.

Let us recall some notation. Suppose that X and Y are sets and that E is a subset
of X x Y. For each x in X and each y in Y the sections Ey and E” are the subsets of
Y and X given by

Ex:{er: ('xay) GE}
and
EY={xeX:(x,y) €E}.

Likewise, if f is a function whose domain is X x Y, then for each x in X and each y
in Y the sections f; and f” are the functions on Y and X defined by

f(y) = f(x,y)
and
(%) = fxy).
The following lemma summarizes some useful elementary facts.

Lemma 7.6.1. Let X andY be Hausdorff topological spaces, and let X X Y be their
product. Then

(a) the product c-algebra B(X) x B(Y) is included in B(X xY),

(b) if E € B(X XY), then for each x in X the section Ex belongs to B(Y), and for
eachyinY the section E¥ belongs to B(X), and

©) iff: X xY — Ris B(X xY)-measurable, then for each x in X the section f; is
B(Y )-measurable, and for each'y in Y the section f7 is B(X)-measurable.

Proof. The projection ) of X x Y onto X is continuous and so is measurable with
respectto (X xY) and #(X) (Lemma 7.2.1). Likewise, the projection m, of X x Y
onto Y is measurable with respect to (X x Y) and A(Y). Note that if A C X and
B CY, then

AxB=(AxY)N(X xB)=n"(A) N, '(B).
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Hence if A € #(X) and B€ B(Y), then A x B€ B(X xY). Since B(X) x B(Y)
is the o-algebra generated by the collection of all such rectangles A x B, it follows
that B(X) x B(Y) C B(X x Y). Thus part (a) is proved.

To check the first assertion in part (b), suppose that x belongs to X, and define
g:Y = X xY by g(y) = (x,y). Then g is continuous and so is measurable with
respect to Z(Y) and (X x Y). Each subset E of X x Y satisfies E, = g~ ' (E);
hence if E € #(X xY), then Ex € Z(Y). The second assertion in part (b) is proved
in the same way.

Part (c) follows from part (b) and the fact that if B C R, then (f;)~'(B) =

(/' (B))x and (/) (B) = (/" (B))"- O

Now we prove that the difficulties mentioned in the introduction to this section
do not occur if each of the spaces X and Y has a countable base.

Proposition 7.6.2. Let X and Y be locally compact Hausdorff spaces that have
countable bases for their topologies. Then B(X xY) = B(X) x B(Y). Further-
more, if L and v are regular Borel measures on X andY, respectively, then [l and v
are O-finite, and L X V is a regular Borel measure on X x Y.

Proof. Lemma 7.6.1 implies that (X)) x B(Y) C B(X xY). We turn to the reverse
inclusion. Let %7 and ¥ be countable bases for X and Y, and let % be the collection
of rectangles of the form U x V, where U € %/ and V € . Then # is a countable
base for X x Y and is included in A(X) x Z(Y). Each open subset of X X Y is
the union of a (necessarily countable) subfamily of the base 7 and so belongs to
B(X) x B(Y). Since (X xY) is generated by the open subsets of X x Y, it follows
that Z(X xY) C B(X) x B(Y). Thus B(X xY)=B(X) x B(Y).

Now suppose that ¢ and v are regular Borel measures on X and Y, respectively.
Then u and v are o-finite (Proposition 7.2.5), and so the constructions of Chap. 5
provide a unique product measure L X v on Z(X) x B(Y). Since B(X) x B(Y) =
PB(X xY), the measure i x v is a Borel measure. If K is a compact subset of X x Y
and if K| and K are the projections of K on X and Y, respectively, then K; and K,
are compact, and so

(1 x V)(K) < (ux V)(Ki x K) = p(K1)v(K2) < +ee.

Thus pt x v is finite on the compact subsets of X x Y. Since there is a countable base
for X x Y (for example, the base % defined above), Proposition 7.2.3 implies that
U x v is regular. a

Now let X and Y be arbitrary locally compact Hausdorff spaces, and let u and v
be regular Borel measures on X and Y, respectively. As we noted in the introduction
to this section, p and v can fail to be o-finite, and the c-algebra Z(X) x B(Y)
can fail to contain all the sets in Z(X x Y). Suppose, however, that we could prove
that for each f in JZ (X x Y) the iterated integrals [y [, f(x,y) v(dy) u(dx) and
Iy Jx f(x,y) 1(dx) v(dy) exist and are equal. We could then proceed in two steps,
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first defining a positive linear functional 7 on ¥ (X X Y) by letting I(f) be the
common value of these iterated integrals and then using the Riesz representation
theorem to obtain the corresponding regular Borel measure on X x Y. This is indeed
the course that we will follow. The following propositions contain the necessary
details.

Lemma 7.6.3. Suppose that S and T are topological spaces, that T is compact, and
that f: S x T — R is continuous. Then for each so in S and each positive number
€ there is an open neighborhood U of sy such that |f(s,t) — f(so,t)| < € holds for
eachsinU and eachtinT.

Proof. Suppose that sy belongs to S and that € is a positive number. For each ¢ in
T choose open neighborhoods U; of s and V; of ¢ such that if (s,1') € U, x V,, then
|f(s,2") — f(s0,2)| < €/2. It follows that if s € U, and ¢’ € V;, then

£ (s,8) = f(s0,6)] < |f(s,2") = f(s0,0) [+ | £ (50,8) = f(s0,1")]

<gf2+e/2=¢.
Since T is compact, we can choose a finite collection ¢, ..., t, of points in T
such that the neighborhoods V;,, ..., V;, cover T. Then MU, is the required
neighborhood of sg. a

Proposition 7.6.4. Let X and Y be locally compact Hausdorff spaces, let L and v
be regular Borel measures on X and Y, respectively, and let f belongto # (X XY).
Then

(a) for each x in X and each y in 'Y the sections f, and f> belong to ¢ (Y) and
K (X), respectively,
(b) the functions

m+Aﬂmwww>
and

v [ )

belong to # (X) and J# (Y), respectively, and
© Jx Jy fOoy) vidy) pldx) = Jy Jx f(x,y) p(dx) v(dy).

Proof. Let f belong to J# (X x Y), let K be the support of f, and let K; and K, be
the projections of K on X and Y, respectively. Then K; and K, are compact.

If x € X, then the section f is continuous, since it results from composing the
continuous function y — (x,y) with the continuous function f. The support of f; is
included in K, and so is compact. Thus f; € 2 (Y). A similar argument shows that

e (X).
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It follows that the integrals in part (b) exist. We now check that the function
x— [y f(x,y)v(dy) is continuous. Let xo belong to X and let € be a positive
number. According to Lemma 7.6.3, applied to the space X X Kj, there is an open
neighborhood U of xq such that if x € U and y € K, then |f(x,y) — f(x0,y)| < €.
Hence if x € U, then

[ vian = [ oy vidy)
Y Y
< [ 17) = Fla0.9) V) < eviKo).

Since € was arbitrary, the continuity of x — [, f(x,y) v(dy) follows. In addition this
function vanishes outside K, and so it belongs to J# (X ). A similar argument shows
that the function y — [y f(x,y) u(dx) belongs to # (Y).

We turn to part (c). Parts (a) and (b) imply that the integrals involved here exist.
We prove that they are equal by approximating f with simpler functions. Let € be
an arbitrary positive number. For each x in K| choose a neighborhood U, of x such
that if X' € Uy and y € K, then |f(x',y) — f(x,y)| < € (see Lemma 7.6.3). The set
K is compact, and so there exist points xi, ..., X, in Kj such that the sets Uy,, ...,
U,, cover K;. Now use these sets to construct disjoint Borel sets Ay, ..., A, such
that K1 = U;A; and such that A; C Uy, holdsfori=1, ..., n. Define g: X xY — R
by g(x,y) = ¥, xa,(x)f(xi,y). The functions f and g vanish outside K; x K> and
satisfy | f(x,y) — g(x,y)| < € at each (x,y) in K] X K»; hence they satisfy

Py () vidy) — [ | gley) p(dx) vidy)| < ep(ki)v(Ks)
\/Y/X /Y/X |
and
Fley)vidy) ) — [ [ g(ey) vidy) udn)| < en(i)v(Ks).

The two iterated integrals of g are both equal to X tt(A;) [ f(xi,y) v(dy); thus they
are equal to each other, and so

[ [ renm@ivian - [ [ reey) viay uin| < 2en(m)vike).

Since ¢ is arbitrary, the proof is complete. O

Let X and Y be locally compact Hausdorff spaces, and let u and v be
regular Borel measures on X and Y, respectively. As promised earlier, we define
I: (X xY)— R by letting I(f) be the common value of the iterated integrals
Jx Jy f(x,y) v(dy) u(dx) and [, [y f(x,y) 1(dx) v(dy). The regular Borel product
of 1 and v is the regular Borel measure on X x Y induced by the functional / via the
Riesz representation theorem. This measure will be denoted by p x v.
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Proposition 7.6.5. Let X and Y be locally compact Hausdorff spaces, let L and v
be regular Borel measures on X and Y, respectively, and let |t X v be the regular
Borel product of L and v. If U is an open subset of X X Y, then

(a) the functions x — v(Uy) and y — u(U?) are lower semicontinuous and hence
Borel measurable, and

(b) (1 xv)(U) =[x v(Ux) u(dx) = [y u(U”) v(dy).
Proof. Of course Uy, and U” are open sets and therefore Borel sets. Let
F = e XxY):0< <}
and for each x in X and y in Y define sets .%, and .#” by
Fr={fr:f€F}and
F={f . feF}.

Then %, and %Y are included in #(Y) and % (X), respectively, are directed
upward, and have Yy, and )p» as their suprema. Since these characteristic functions
are lower semicontinuous, Proposition 7.4.5 implies that

v(Uy) = Sup{/fxdv (fi € %} (1)
holds for each x in X and that
H(Uy):sup{/fydu:fyeﬁy} (2)

holds for each y in Y. Thus the functions x — v(U,) and y — p(U”) are suprema
of collections of continuous functions (see part (b) of Proposition 7.6.4), and so are
lower semicontinuous.

The first half of part (b) will follow, once we check the calculation

(wx )W) =sup [ [ 7ley)viay) ua)

feFz

:/X (;gg/‘fde) 1 (dx)

= [ v uldx;
X

here the first equality is a consequence of Lemma 7.2.7 and the definition of
the functional /, the second a consequence of Proposition 7.4.5, and the third a
consequence of Eq. (1). The other half of part (b) is proved in a similar way. O
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Corollary 7.6.6. Let X, Y, U, v, and [L X V be as in Proposition 7.6.5. If E is a
Borel subset of X x Y that is included in a rectangle whose sides are Borel sets that
are O-finite under |1 and v, respectively, then

(a) the functions x — V(E,) and y — W(E>) are Borel measurable, and
(b) (uxV)(E) = [y V(Ex) u(dx) = [y W(E”) v(dy).

Proof. We begin with Borel sets that are included in rectangles whose sides are
Borel sets of finite measure. So let A and B be Borel subsets of X and Y that satisfy
1(A) < 4o and v(B) < +oe. Use the regularity of 4 and v to choose open sets U
and V that include A and B and satisfy t(U) < +ecand v(V) < 4oo. Let W =U x V
and let . consist of those Borel subsets D of X x Y for which the functions x —
v((DNW)y) and y — p((DNW)”) are Borel measurable and for which the identity

(1 xv)(ONW) = [ v(@AW))(a

= [m@nwy)viay

holds (according to Lemma 7.6.1, the sections (DNW ), and (DNW ) are Borel sets,
and so these formulas make sense). According to Proposition 7.6.5, .% contains all
the open subsets of X x Y. It is easy to check that

if D{,D, € . and if D C D5, then D, — Dy € ., and 3)
if D{,D,,---€ ¥ andif Dy C D, C ..., thenU,D, € .7. @

Thus . is a d-system (see Sect. 1.6) that includes the 7-system made up of the open
subsets of X x Y, and so Theorem 1.6.2 implies that Z(X x Y) C.#. Thus if E is a
Borel set that is included in A X B, then E satisfies the conclusions of the corollary.
Since a Borel set that is included in a rectangle with o-finite sides is the union of an
increasing sequence of Borel sets that are included in rectangles with sides of finite
measure, the corollary follows. a

Theorem 7.6.7. Let X and Y be locally compact Hausdorff spaces, let |l and v be
regular Borel measures on X and Y, respectively, and let |1 X v be the regular Borel
product of w and v. If f belongs to LV (X xY,B(X xY),uu x v) and vanishes
outside a rectangle whose sides are Borel sets that are oO-finite under |l and Vv,
respectively, then

(@) fr € LYY, B(Y),v) for u-almost every x, and f € LV (X, B(X),u) for v-
almost every y,
(b) the functions
: 1
X = ffxd\/ lffxeg (YW@(Y)?‘/)’
0 otherwise,

and
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yes {ffydu i € 2 X A1),

0 otherwise,

belong to L (X, B(X),u) and L (Y, B(Y), V), respectively, and
© [fd(uxv)=Jx [y foy)v(dy)u(dx) = fy [x f(x.y) p(dx)v(dy).

Proof. Let .Z be the collection of all functions in .Z'(X x Y, B(X x Y),u x v)
that vanish outside a rectangle with o-finite sides. Corollary 7.6.6 implies that if
f is a characteristic function that belongs to .%#, then f satisfies the conclusions of
the theorem (the finiteness of [ fydv and [ f*du for almost all x and y follows
from Corollary 2.3.14). The linearity of the integral and the monotone convergence
theorem imply that the same is true first for nonnegative simple functions in .%#, then
for nonnegative functions in .%, and finally for arbitrary functions in .#. a

See Exercises 3 and 4 for some techniques for computing [ |f]|d(u x v) and
hence for determining whether f is (it x v)-integrable.

The reader should note several things about the hypotheses of Corollary 7.6.6
and Theorem 7.6.7:

(a) Corollary 7.6.6 would fail if E were only assumed to be a Borel subset of X x Y;
see Exercise 1.

(b) Corollary 7.6.6 would also fail if the Borel set E were only assumed to be o-
finite (or even of finite measure) under i x v; see Exercise 2.

(c) We will see that if  and v are Haar measures on locally compact groups X and
Y, then each Borel subset E of X x Y that satisfies (U X V)(E) < +oo is included
in arectangle with o-finite sides, and each integrable function on X x Y vanishes
outside a rectangle with o-finite sides (this follows from Lemma 9.4.2, applied
to the group X x Y).

(d) See Exercise 6 for an alternate version of Corollary 7.6.6 and Theorem 7.6.7.

Exercises

1. Show that the conclusions of Corollary 7.6.6 can fail if E is an arbitrary Borel
(or even closed) subset of X x Y. More precisely, show that part (a) can fail and
that part (b) can fail even in cases where part (a) holds. (Hint: Let X be R with its
usual topology, let Y be R with the discrete topology, let tt be Lebesgue measure
on (X,%(X)), let v be counting measure on (¥, %(Y)), and let E be a suitable
subset of {(x,y) : x=y}.)

2. Let X be R with its usual topology, let Y be R with the discrete topology, let
U be a point mass on (X, %(X)), and let v be counting measure on (¥, Z(Y)).
Suppose that A is a non-Borel subset of R, and define E to be the set of all pairs
(x,x) for which x € A. Show that E is a Borel subset of X x Y that has finite
measure under (U X v, but for which the conclusion of Corollary 7.6.6 fails.



226 7 Measures on Locally Compact Spaces

3. LetX,Y, i, v, and u x v be as in Proposition 7.6.5. Show thatif f: X xY —
[0, +o0] is lower semicontinuous, then
(@) x— [ f(x,y)v(dy) and y — [ f(x,y) (dx) are Borel measurable, and
(b) [fd(uxv)=[]flxy)v(dy)u(dx) = [ [f(x.y)u(dx)v(dy).

4. Show that the conclusions of Exercise 3 also hold if f is a nonnegative Borel
measurable function that vanishes outside a Borel rectangle with o-finite sides.

5. Show that the Baire o-algebras on compact Hausdorff spaces (see Exercise
7.2.8) behave “properly” under the formation of products, in the sense that
Bo(X xY)=RBy(X) x Bo(Y). (Hint: Use the Stone—Weierstrass theorem (Theo-
rem D.22) to show that each function in C(X x Y) can be uniformly approximated
by functions of the form (x,y) — ¥, fi(x)gi(y), where the sum is finite, each f;
belongs to C(X), and each g; belongs to C(Y).)

6. Let X, Y, u, v, and u x v be as in Proposition 7.6.5, and consider the outer
measures U, v¥, and (4 x v)* and measures p;, v, and (i X v); that are
associated to U, v, and i X v as in Sect. 7.5.

(a) Show that if E belongs to .#(, - and satisfies (1 x v);(E) = 0, then
v*(Ex) = 0 holds for u;-almost every x in X and u*(E”) = 0 holds for v;-
almost every y in Y. (Note that E is not assumed to be included in a rectangle
with o-finite sides.)

(b) Prove modifications of Corollary 7.6.6, Theorem 7.6.7, and Exercise 4 that
apply to .#,«y)--measurable, rather than Borel measurable, functions. Your
modification of Theorem 7.6.7 should not contain the assumption that f
vanishes outside a rectangle with o-finite sides. (Hint: Replace (X, Z(X), 1)
and (Y,4(Y),v) with (X, 4+, 1) and (Y,.#\+,v1); see Exercises 7.2.3
and 5.2.6.)

7.7 The Daniell-Stone Integral

There is an alternate approach to integration theory, due to Daniell [32] and Stone
[114], in which one does not begin with a measure but rather with a positive
linear functional on a vector space of functions. One extends this functional to a
larger collection of functions, proves analogues of the monotone and dominated
convergence theorems for the extended functional, and finally shows that the
extended functional can be viewed as integration with respect to a measure.

Exercises 3 through 36 at the end of this section contain an outline of these
classical results. I hope that I have arranged these exercises in such a way that
the student can supply the missing details without too much trouble. In the body
of this section we simply give an argument due to Kindler [70] (see also Zaanen
[130]) that shows that the functionals considered by Daniell and Stone in fact
correspond to integration with respect to measures. This theorem does not, of course,
give the entire Daniell-Stone theory, but it does provide what is needed for many
applications.
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We turn to some basic definitions. Let X be a nonempty set. Recall that for
real-valued (or [—oe, 4-oo]-valued) functions f and g on X, the functions fV g and
f A g are defined by

(f Vg)(x) = max(f(x),g(x))
and
(f Ag)(x) = min(f(x),g(x)).

A vector lattice on X is a vector space V of real-valued functions on X that is closed
under the operations A and V. A vector lattice V satisfies Stone’s condition if

fA1€V whenever f V. @8

(Here 1 is the constant function whose value is 1 at every point in X. Note that the
constant function 1 may or may not belong to V)

A linear functional L on a vector lattice V is an elementary integral if it is positive
(that is, L(f) > 0 holds for every nonnegative function f in V) and satisfies

limL(f,) = O for every sequence {f,} in V that decreases pointwise to 0.  (2)
n

We have the following basic facts about elementary integrals.

Lemma 7.7.1. Suppose that L is an elementary integral on the vector lattice V and
that f and fi, f>, ..., are nonnegative functions in'V.

(@) If the sequence { f,} increases to f, then L(f) = lim, L(f;).
(b) If f =% f, then L(f) = 2, L(f2).
(©) If f <3 fo, then L(f) < 3, L(fn).

Proof. Part (a) follows from condition (2), applied to the sequence {f — f.}7_;.
Then parts (b) and (c) are consequences of part (a), applied to the sequences

(X fidpmy and {(Z2 ) A FYL- =
The following lemma is often useful for verifying condition (2).

Lemma 7.7.2 (Dini’s Theorem). Suppose that X is a closed bounded subinterval
of R (or, more generally, a compact Hausdor{f space). Let {f,} be a sequence of
nonnegative continuous functions on X that decreases to 0 (in the sense that { f,,(x)}
decreases to 0 for each x in X). Then the sequence { f,} converges uniformly to 0.

Proof. We need to show that for each positive € there is a positive integer N such
that || ;|| < € holds whenever n > N.

So suppose that € is a positive number. For each x in X choose a positive integer
ny such that f, (x) < &, and then use the continuity of f, to choose an open
neighborhood Uy of x such that f;, (¢) < € holds for all ¢ in Uy. The family {U, }rex
is an open cover of X, and so the compactness of X gives a finite subcover Uy,
where i =1, ..., k, of X. Let N be the maximum of n,,, fori =1, ..., k. If x € X,
then x € U,, for some i, and so

0 < ful) < fu(x) <e
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holds for all n that satisfy n > N. Since this estimate is valid for every x in X, we
have || ]| < € and the proof is complete. O

Examples 7.7.3.

(a) Let [a,b] be a closed bounded subinterval of R and let C([a, b]) be the set of all
continuous real-valued functions on [a,b]. Then C([a,b]) is a vector lattice that
satisfies Stone’s condition. Suppose we define a functional L: C([a,b]) — R by
letting L be the Riemann integral: L(f) = || ab f. Dini’s theorem implies that L
satisfies condition (2) and so is an elementary integral.

(b) Let X be a locally compact Hausdorff space, and (as in Sect.7.1) let ¢ (X)
be the set of all continuous functions f: X — R for which the support of f is
compact. Then ¢ (X) is a vector lattice that satisfies Stone’s condition. (Note
that the constant function 1 does not belong to J#(X) if X is not compact.) If L
is a positive linear functional on .# (X), then L is an elementary integral (again
use Dini’s theorem to check that L satisfies condition (2)).

(c) The set of all differentiable real-valued functions on R is a vector space, but not
a vector lattice.

(d) Let V be the set of all constant multiples of the function f: [0,1] — R defined
by f(x) =x. Then V is a vector lattice, but it does not satisfy Stone’s condition.

(e) Let V be the set of all continuous functions f: [0,+o0) — R such that
limy_, o f(x) exists, and define L: V — R by L(f) =limy_,+« f(x). ThenV is a
vector lattice that satisfies Stone’s condition, and L is a positive linear functional
that does nor satisfy condition (2)—consider, for example, the sequence {f,}
defined by

0 if x <n,
faxX)=<x—n ifn<x<n+1,and

1 otherwise. O

Before we look at the main theorem of this section, it will be convenient to look
at a slight generalization of the concept of a ¢-algebra. So let X be a set. A collection
Z of subsets of X is a o-ring on X if

(a) @ belongs to Z,

(b) for all sets A, B that belong to %, the set A — B belongs to %,

(c) for each infinite sequence {A;} of sets that belong to Z, the set U;* | A; belongs
to #, and

(d) for each infinite sequence {A;} of sets that belong to Z, the set N7, A; belongs
to Z%.

Of course, every c-algebra is a o-ring. If X is an uncountable set, then the set of
all countable subsets of X is a o-ring but not a ¢-algebra. It is sometimes useful to
deal with o-rings when one wants to deal only with sets that are in some sense not
too large.
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Here are a few properties of o-rings; their proofs are left for the reader:

(a) If .7 is a collection of subsets of a set X, then there is a smallest 6-ring on X
that includes .%.

(b) If Z is a o-ring on a set X, then the collection of subsets A of X such that either
A or A€ belongs to # is a o-algebra on X; it is in fact the o-algebra 6(%)
generated by Z.

(c) Suppose that [ is a measure on a o-ring Z (i.e., a countably additive [0, 4-co]-
valued function on & such that ty(2) = 0). Let o7 be the 5-algebra generated
by %. Then the function u: & — [0, +oo| defined by

A) ifAeZ, and
u(ay = o
o0 ifAeof — X

is a measure on <.

Now suppose that X is a set and that V is a vector lattice on X. Let .% be the
collection of sets of the form {x € X : f(x) > B}, where f ranges over V and B
ranges over the positive reals. Let Z be the smallest o-ring on X that includes .%,
and let o7 be the smallest o-algebra on X that includes .%. It is easy to check that
4/ is the smallest o-algebra on X that makes each function in V measurable.

The following theorem is the main result of this section.

Theorem 7.7.4. Let X be a set, let V be a vector lattice on X that satisfies Stone’s
condition, let L be an elementary integral on V, and let # and </ be as defined
above. Then there is a measure U on (X, /) such that L(f) = [ fdu holds for each
f in V. The restriction of this measure to % is unique, in the sense that if [ and
Uy are measures on (X, /) such that [ fduy = L(f) = [ fdu, holds forall f inV,
then Uy (A) = Uz (A) holds for all A in %.

The uniqueness assertion in this theorem may seem rather weak, since it involves
only sets in Z. Note, however, that if u is a measure on <7 that represents L, if f
is a nonnegative function in V, and if we let A,; = {x:i/2" < f(x) < (i+1)/2"}
for each 7 and i, then the sequence {4 X2~ £ x4 1= | increases pointwise to f,
and so

n2"—1 - n2"—1 -

. l . 1
L) = [ fau=tim [T o, du=lim ¥, ().
i=0 i=0

211
Thus the sets in % are the only ones needed for computing [ fdu. Also see
Exercise 2.

For functions f and g in V let [f,g) be the subset of X x R given by

[f:8) ={(x1) eX xR: fx) <t <g(x)}

(be careful: we are not assuming that f < g). Note that if f is a nonnegative function
in V, then [0, f) can be interpreted as the region under the graph of f. Let .# be the
collection of all such sets [f, g), and let £ to be the smallest o-algebra on X x R that
includes .#. We will begin the proof of Theorem 7.7.4 by constructing a measure
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v on (X xR, %) such that v([f,g)) = L(g — f) holds whenever f and g belong
to V and satisfy f < g. Next we will define a measure ¢t on (X,./) that satisfies
1(A) = v(A x [0,1)) for each A in #, and finally we will show that u satisfies
L(f)= [ fdu foreach finV.

Here are a few basic facts about ..

Lemma 7.7.5. Suppose that V is a vector lattice of functions, that L is a positive
linear functional on'V, and that .7 is as defined above.

(a) If 1 € .7, then there exist functions f and g in V such that f < gand I =[f,g).

(b) If the member I of & can be written in the form [fi,g1) and in the form
[f2,82), where f1 < g1 and f> < g, then g1 — f1 = g2 — f2, and so L(g1 — f1) =
L(g2— f2).

(¢) If I} and I belong to .7, then I} NI, also belongs to .#.

(d) If I} and I, belong to .#, then there are disjoint sets I' and I" in .% such that
NI =1'UI" and hence such that I} = (I N\L)UI' UI".

Proof. For part (a), note that if fy,go € V and if we let f = fy A go and g = go, then
f<gand|[f,g) = [fo,80)- For part (b), note that if the section I, is nonempty, then
f1(x) = f2(x) and g (x) = g2(x), while if the section Iy is empty, then f; (x) = g (x)
and f>(x) = g2(x). In either case we have g;(x) — f1(x) = g2(x) — f2(x), and so
L(g1 — f1) = L(g2 — f»). Part (c) follows from the calculation [f1,g1) N [f2,82) =
[fl V .81 /\gz). Finally, if I}, = [fl,gl) and I, = [f27g2), where f, < g5, then
LN =[f1,81 A f)U[fi Vg2,g1), from which part (d) follows. O

In view of part (b) of Lemma 7.7.5, we can define a function L s : .¢# — R by
Ly(I)=L(g—f)
where f and g are elements of V such that f < g and I = [f,g).
Lemma 7.7.6. Suppose thatI and Iy, I, ... are members of 7.
(a) Ifthe setsI,, n=1, 2, ..., are disjoint and if = Uply,, then L s (I) =Y., L # (I,).
() If I CUpl,, then Ly (1) <3, Ly (Iy).

Proof. Suppose that I = Uyl,, and letI = [f,g) and I, = [fn,8n),n=1,2, ..., where
f<gand f, <g,n=1,2,....Foreachxin X the sections of these sets at x satisfy
I, = U, (I,)x, and so the countable additivity of Lebesgue measure implies that

8(x) = f(x) = A(Ly) = X A((In)x) = X(8n(x) = fu(x))-

It follows from Lemma 7.7.1 that L »(I) = 3, L. (I,,), and so the proof of part (a) is
complete. Part (b) can be proved with a similar argument. O

Proof of Theorem 7.7.4. We define a function v* on the subsets of X x R by letting
v*(A) be the infimum of the set of sums of the form YL s (I;), where {[;} is a
sequence in .# such that A C U;l;. (Of course, v*(A) = +oo if there is no sequence
{Ii} such that A C U;l;.)
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Lemma 7.7.7. Let v* be as defined above. Then

(a) v* is an outer measure on X,
(b) every set in .7 is v*-measurable, and
(¢) if I € F, then v:(I) = L y(I).

Proof. Itis immediate that v* is an outer measure. Now suppose that / € .#. We can
show that 7 is v*-measurable by checking that

Vi(A) > v (ANT) + Vv (ANT)

holds for each subset A of X x R such that v*(A) < +eo (see Sect. 1.3 and, in
particular, the discussion of inequality (1) in that section). So suppose that A is
such a set, that € is a positive number, and that {I,} is a sequence of sets in .# such
that A C U,I, and

ViA) +e> D Ly ().

According to part (d) of Lemma 7.7.5, for each n there are sets I, and I}/ such that
I,NI, I, and I are disjoint and have I, as their union. Thus

Ly(I)=Lys(I,NI)+Ly(I)+Ls(1));
since ANI C U, (I, 1) and ANI¢ C U, (I UI)), we have

ViA) +e> D Ly(I)

=S LN+ Y (La (1) +Ls(Il))

n

> Vi (AN 4+ VvI(ANI).

Thus 7 is measurable. Each I in .# certainly satisfies v*(I) < L #(I). The reverse
inequality follows from part (b) of Lemma 7.7.6, and with that the proof of
Lemma 7.7.7 is complete. a

We return to the proof of Theorem 7.7.4. Let f be a nonnegative function in V,
let B be a positive real number, and for each n define f, by

fo=1An(f=(fAB)).

Since V is a vector lattice that satisfies Stone’s condition, each f, belongs to V. For
each positive number C, the sequence {Cf, } is increasing and converges pointwise
to Cxyr>py» and the sets [0,Cf, ) increase to the set { f > B} x [0,C). Let us consider
three consequences of this.

First, for each f in V and each positive number B we have {f > B} x [0,1) € #
(recall that 4 is the o-algebra generated by the family .#). It follows that each A
in Z satisfies A x [0,1) € 8 and hence that u(A) = v(A x [0, 1)) defines a measure
on Z. As we noted earlier in this section, we can extend p to a measure on the
o-algebra o7 by letting 11(A) = 4o if A belongs to </ but not to Z.
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Second, the fact that the sets [0,Cf;) increase to {f > B} x [0,C) implies that
v({f > B} x[0,€)) = limv([0,Cf,)) = limL(Cf,)
= ClimL(f,) = Climv([0, f,))
=Cv({sf > B} x[0,1));
that is,

v({f > B} x[0,C)) = Cu({f > B}). 3)

Finally, for each n we have f, < x(s-p)y < f/B and so L(f,) < L(f)/B. Since
v({f > B} x[0,C)) =lim, CL(f,) < CL(f)/B, it follows that the values in (3) are
finite.

Now let n and i range over the positive integers. If we apply (3) twice, once with
B=1i/2" and C = i/2" and once with B = (i+1)/2" and C = i/2", we find that

V<{2i,,<f§ i;l}X[O,i/Z”)> =;¥nu<{2in<f§ i;})

and hence that

n2" . i+ 1 . nn . . i+ 1
v(U{zin<f§’2—n}><[o,z/2))zzzinu({zl—n<f§lzn }) @

i=1 i=1

The countable additivity of v implies that the left side of (4) approaches v ([0, f))
as n approaches infinity, while the monotone convergence theorem implies that the
right side approaches [ f du. With this we have

LU = v(0.1) = [ fau.

Since each f in V can be separated into its positive and negative parts, we have
L(f) = [ fdu foreach f in V, and the construction of u is complete.

We turn to the uniqueness. Let 111 and p, be measures on o such that [ fdu; =
L(f) = [ fduy, holds for all f in V. Suppose that fi, ..., fx belong to V, that By,
..., By are positive numbers, and that A = N;{f; > B;}. For each n let

gn = N (LAn(fi = (fiABY)-

Then each g, belongs to V and is nonnegative, and the sequence {g,} increases to
x4- Hence

() =tim [ g,dpy =timL(g,) = lim [ gudiiz = po(4).
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Now fix fi and By, and let .%, p, be the collection of all subsets of {f; > B} that
have the form M;{f; > B;}. Then u; and y, agree on the 7-system .%, g, , and so it
follows from Corollary 1.6.3 that y; and L, agree on the o-algebra on {f; > By}
that %y, p, generates. However, it is easy to check that this o-algebra is just the
collection of all subsets of {f; > B;} that belong to Z. Finally, every set in £ is
included in a countable union of sets of the form {f > B}, and so y; and y, agree
onZ. O

Exercises

1. (a) Let X be the interval [—1, 1]. Find (i.e., describe precisely) the smallest vector
lattice V on X that contains the function x — x.
(b) Does V satisfy Stone’s condition?
2. Let X =R and let V be the set of those continuous functions f: X — R whose
support is compact and included in (0, +eo). Define L on V by letting L(f) be the
Riemann integral of f, and let &/ and & be as in Theorem 7.7.4.

(a) What sets do .7 and % contain? (Your answer should relate these families
of sets to the Borel or the Lebesgue measurable subsets of R.)
(b) Give two measures on </ that represent the functional L.

The following exercises contain an outline of the usual development of the
Daniell-Stone integral. As noted at the beginning of this section, this development
is not based on measure theory. Thus solutions to Exercises 3 through 32 should
not contain any references to the earlier chapters of this book. Sigma-algebras,
measurable functions, measures, and the Lebesgue integral appear first in Exercises
33-36

Suppose that V is a vector lattice of functions on a set X, that V satisfies Stone’s
condition, and that L is an elementary integral on V (i.e., it is a positive linear
functional on V that satisfies relation (2)). Let V* be the set of all (—eo, +oo]-valued
functions on X that are pointwise limits of increasing sequences of functions in V,
and define L*: V® — (—eo, 4-o0] by L*(f) = lim,, L(f;,), where {f,} is an increasing
sequence of functions in V that converges pointwise to f (see Exercise 3). Likewise,
let V, be the set of all [—oo, 4-o0)-valued functions on X that are pointwise limits
of decreasing sequences of functions in V, and define Lo: Vo — [—o0,+o0) by
Lo(f) = lim, L(f,), where {f,} is an decreasing sequence of functions in V that
converges pointwise to f.

3. Show that L* and L, are well defined on V* and V,. For example, to show that
L* is well defined, one needs to show that if f € V* and if {f,} and {g,} are
sequences of functions in V that increase to f, then lim, L(f,) = lim, L(g,).
(Hint: Start by showing that if g € V and if {,,} is an increasing sequence in V
such that g(x) < lim,, f,(x) holds for each x, then L(g) < imL(f,).)

4. Show that f €V, if and only if there is a function g in V* such that f = —g and
that in this case Lo (f) = —L*(g).
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5. Suppose that fi, f> € V* and that o is a nonnegative real number. Show that
@ fAinf,ivRevs,
) fi+freVeand L (fi+f2) =L*(f1) +L°(f2), and
(c) Otfl € V*® and L.(Otfl) =oal® (fl)

6. Show that if f, /> € V* and fi < f», then L*(f1) < L*(f>).

7. (a) Show thatif g€V, and h € V*, then h— g€ V® and L*(h—g) = L*(h) —
Lo(g). In particular, all the differences involved here are defined (that is,
neither 4o or —e is ever subtracted from itself here).

(b) Conclude that if g € Vo, h € V*, and g < h, then Lo (g) < L*(h).

8. Show that if {f,} is a sequence of functions in V* and if {f,} increases to f,
then f € V* and L*(f) = lim, L*(f,). (Hint: Use some ideas from the proof of
Theorem 2.4.1.)

Suppose that f is an arbitrary [—co, +oo]-valued function on X. Define L(f) and
L(f) by

L(f) =inf{L*(h) :h€ V* and f < h}
and
L(f) =sup{Le(g): g € Ve and g < f}

(of course, L(f) = +oo if there is no 2 in V*® such that f < h, and L(f) = —eo if there
is no g in Vi such that g < f). For each f we have L(f) < L(f) (see Exercise 9).
A function f: X — [—oo, +o0] is L-summable, or simply summable, if L(f) and L(f)
are finite and equal. We define L on the collection of summable functions by letting
Ly (f) be the common value of L(f) and L(f).

9. Show that each f: X — [—oo, 40| satisfies L(f) < L(f).

10. Show that f: X — [—eo,4o0] is L-summable if and only if for every positive £
there exist g in V, and & in V* such that g < f < h and L*(h—g) < €. (Hint:
See Exercise 7.)

11. Show that if f € V, then f is summable and L;(f) = L(f). Thus L; is an
extension of L.

12. Show that if f; and f, are R-valued summable functions and o € R, then
(a) f1+ f»is summable and L (f1 + f>) = L1(f1) + L1(f2), and
(b) of} is summable and L; (et f;) = oLy (f1).

13. Show that if f and f, are [0, 4oo]-valued summable functions, then f + f5 is
summable and L; (fi + f2) = L1 (f1) + Li(f2)-

14. Show that if f; and f, are [—eo,+ec]-valued summable functions, then fj A f>
and f] V f, are summable.

15. (a) Generalize part (a) of Exercise 12 to the case where fi and f, are summable
[—e0, +oo]-valued functions such that fj (x) + f2 (x) is defined for each x (i.e.,
such that for no x is this sum of the form oo + (—oo) or —eo 4 (+e9)).

(b) Show that a function f: X — [—oco, 4] is summable if and only if f* and
f~ are summable and that in such cases Li (f) = L (f ") — L1 (7).
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16.

17.

18.

19.

The Daniell-Stone Integral 235

Show that if {f,} is a sequence of [0, +co|-valued summable functions, if {f,}
increases pointwise to f, and if sup, L;(f,) < oo, then f is summable and
Li(f) =lim, L;(f,). (Hint: It might be useful to verify and use the fact that
if fi and f, are nonnegative summable functions such that f| < f>, if £ and
& are positive numbers, and if g; and g, belong to V* and satisfy f; < g; and
L*(g)) <Li(fi)+e&fori=1,2,then L*(g, Vg2) < Li(f2)+ & +&.)
Suppose that {f,} is a sequence of R-valued summable functions, that f(x) =
lim,, f,, (x) holds for all x, and that A is a [0, +eo)-valued summable function such
that |f,(x)| < k(x) holds for all n and all x. Show that f is summable and that
Ly (f) =lim, L, (fn)

Show that if f is a [—eo,4eo]-valued summable function, then f A1 is
summable. (Hint: See Exercise 10.)

Show that if f is a [0,4cc]-valued summable function, if & is a positive real
number, and if A = {x € X : f(x) > o}, then y4 is summable and L; (ays) <
Li(f). (Hint: Use Exercise 18. Reduce the question to one involving only
[0, 4o0)-valued functions. Check that if f is [0, +oo)-valued, then the sequence
{fua}, where f,, = a An(f — (f Aa)), increases to o))

A subset A of X is L-negligible or L-null if x4 is summable and L;(x4) = 0.

A property of points x in X is said to hold L-almost everywhere if the set of points
at which it fails is an L-negligible set.

20.

21.
22.

23.

24.

25.

Show that a subset A of X is L-negligible if and only if for every € there is a
function f in V* such that y4 < f and L*(f) < €.

Show that each subset of an L-negligible set is L-negligible.

Show that the union of a countable collection of L-negligible sets is L-
negligible.

Suppose that f; and f, are [—co, +ec]-valued functions that are equal L-almost
everywhere. Show that if one of these functions is summable, then both are
summable and L; (f1) = L1 (f>).

Show that if f is a [—eo,+eo]-valued summable function, then {x € X :
|f(x)| = +eo} is L-negligible.

Reformulate Exercises 16 and 17 by allowing the appropriate hypotheses to
hold only L-almost everywhere and (in the case of Exercise 17) by allowing
the functions involved to have infinite values on L-negligible sets. Prove your
reformulated versions.

A function f: X — [—oe, 40| is called L-measurable, or simply measurable, if

(g V f) A h is summable for every choice of functions g and %, where g is a non-
positive summable function and / is a nonnegative summable function. A subset A
of X is L-measurable if )4 is a measurable function. Let .# be the collection of all
L-measurable subsets of X.

26.

Show that every summable function is measurable.
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217.

28.
29.

30.

31.

32.

33.
34.

35.
36.

37.

38.
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Show that

(a) a [0,+eo]-valued function f is measurable if and only if for each nonnega-
tive summable £ the function f A & is also summable, and

(b) a [—oo, +eo]-valued function f is measurable if and only if f and f~ are
measurable.

Show that the constant function 1 is measurable.

Let f; and f, be [—oo,+oo]-valued functions that are equal L-almost every-
where. Show that f] is measurable if and only if f, is measurable.

Show that if f; and f, are [—oo, +ec]-valued measurable functions, then fi A f>
and f] V f, are measurable.

Show that if {f,} is a sequence of [—eo, 4-o0]-valued measurable functions and
if f(x) =lim, f,(x) holds for almost every x in X, then f is measurable.

Show that if fi and f, are R-valued measurable functions and if o € R, then
f1+ f> and o f] are measurable.

Show that the collection .# of L-measurable sets is a ¢-algebra.

Show that a function f: X — [—oo,4o0] is L-measurable if and only if it is
measurable (in the sense of Chap. 2) with respect to the o-algebra .Z .

Define a function y: .# — [0, +o0| by

Li(xa) if x4 is summable, and
u(A) = L
o0 if 4 is measurable but not summable.

Show that u is a measure on ..

Show that a function f: X — [—oco, 40| is L-summable if and only if it is . -
measurable and -integrable and that then L (f) = [ fdu.

Let [a,b] be a closed bounded interval and let L be the Riemann integral on
Cla,b], as in Example 7.7.3(a). Show that the L-summable functions on [a, D]
are exactly the Lebesgue measurable functions on [a,b] that are Lebesgue
integrable, and that L (f) = [ f dA holds for each such function f.

Let V and L be as in Exercise 2. Characterize the set of L-summable functions
in terms of concepts from the Lebesgue theory. Be very precise.

Notes

The historical notes in Chapter III of Hewitt and Ross [58] contain a nice summary
of the history of integration theory on locally compact Hausdorff spaces.

The reader who wants to see another elementary treatment of integration on
locally compact Hausdorff spaces might find Halmos [54], Hewitt and Stromberg
[59], Rudin [105], or Hewitt and Ross [58] useful. He or she would also do well to
look up the paper of Kakutani [67].
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The definition given here for the collection of Borel subsets of X agrees with
that given by Hewitt and Ross [58], Hewitt and Stromberg [59], and Rudin [105];
it agrees with that given by Halmos [54] only when X is o-compact. The definition
given in Exercise 7.2.8 for the o-algebra %)(X) of Baire subsets of a compact
Hausdorff space X is a special case of that given by Halmos (Halmos considers o-
rings, in addition to o-algebras, and so is able to give a definition of % (X) that can
reasonably be applied to an arbitrary locally compact Hausdorff space X).

Bourbaki [18] and Hewitt and Ross [58] deal with the pu*-, v*-, and (i x v)*-
measurable sets, rather than with the Borel sets, when considering product measures.
Proposition 7.6.5, Corollary 7.6.6, and Theorem 7.6.7 were suggested by de Leeuw
[34]. (See also Godfrey and Sion [51] and Bledsoe and Wilks [13].) Point (b) in the
discussion at the end of Sect. 7.6, and also Exercise 7.6.2, come from suggestions
made by Roy Johnson.

See Loomis [84], Riesz and Nagy [99], Royden [102], or Taylor [116] for more
details on the Daniell-Stone version of integration theory. Taylor’s exposition is
especially clear and detailed. The Daniell treatment of integration theory can also
be used to prove a version of the Riesz representation theorem; this is done, for
instance, by Loomis [84] and Royden [102].



