LINEAR ALGEBRA — WEEK 6 m—

ELEMENTARY MATRICES
AND INVERSES

This week we will learn about:

« Elementary matrices,
« The inverse of a matrix, and

« How awesome inverses are.

Extra reading and watching:
 Section 2.2 in the textbook
« Lecture videos 22, 23, 24, and 25 on YouTube
« Elementary matrix at Wikipedia

o Invertible matrix at Wikipedia

Extra textbook problems:
* 221,222
** 2.24-226,2.28, 229, 2213, 2.2.15, 2.2.20
* % x 2.2.7,2.2.10, 2.2.11, 2.2.21, 2.2.22
B 2223


https://www.youtube.com/watch?v=5178ErHm6bE&list=PLOAf1ViVP13jmawPabxnAa00YFIetVqbd&index=22
https://www.youtube.com/watch?v=UjSVdMqeXTU&list=PLOAf1ViVP13jmawPabxnAa00YFIetVqbd&index=23
https://www.youtube.com/watch?v=Gt2pqIQv4g4&list=PLOAf1ViVP13jmawPabxnAa00YFIetVqbd&index=24
https://www.youtube.com/watch?v=aq6qih0mNlU&list=PLOAf1ViVP13jmawPabxnAa00YFIetVqbd&index=25
https://en.wikipedia.org/wiki/Elementary_matrix
https://en.wikipedia.org/wiki/Invertible_matrix
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Elementary Matrices

Last week, we learned how to solve systems of linear equations by repeatedly ap-
plying one of three row operations to the augmented matrix associated with that
linear system. Remarkably, all three of those row operations can be carried out by
matrix multiplication (on the left) by carefully-chosen matrices.

For example, if we wanted to swap the first and second rows of the matrix

O 2 > -2 £ 8 © 1
£t 8§ ¢ 1 |R<R,|0 2 > -2
3 -3 6 -4 3 -3 6 -4

we could multiply it on the left by the matrix

o | of, c I o]0 2 > -2 £ 8 © 1
| o O | o Of[lL & © 1 [=|l0 2 2 -2
o O | o 0 | 2 -3 6 -4 32 -3 b -4
Similarly, to perform the row operations R4 = 3 R, and 3K,
we could multiply on the left by the matrices

| 0 0 l o o]t 8 o 1 £t 8 © 1

O | of, 0| o|l|lO 2 > ~2|=]|0 2 2 -2

-2 0 | -2 0 | 32 -3 6 -4 0 -27 & -7
OIIIA

|l 00 |l o o]t 8 © 12 £ 8§ © 1
0% ol ool 2 2 2| =0 1 % -1

0 O | 0o O | 0 -27 & -7 0 -27 & -7

Matrices that implement one of these three row operations in this way have a name:

Definition 6.1 — Elementary Matrices

A square matrix A € M,, is called an elementary matrix if it can be obtained
from the identity matrix via a single row operation.
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For example, the elementary matrix corresponding to the “Swap” row operation

R; <+ R; looks like [ -]
YowsS | and —> O ‘
) swopped C 0

L '

Similarly, the elementary matrices corresponding to the “Addition” row operation
R; + cR; and the “Multiplication” row operation cR; look like

O 7 . -
Ki \
R;-rCRS co |
. |
L I L J
Notice that if the elementary matrices Ey, Es, ..., E} are used to row reduce a

matrix A to its reduced row echelon form R, then
R=E_~E,EA

In particular, Ey, Es, ..., E, act as a log that keeps track of which row operations
should be performs to put A into RREF. Furthermore, if we define £ = E}. - - - Ey Ey,
then R = F'A, so E acts as a condensed version of that log. Let’s now do an example
to see how to construct this matrix F.

Example. Let A= |0 2 4 O
R
24 2 |

Find a matrix E such that FA = R, where R is the RREF of A.
0O 2 4 o
| 1 0 -
34 z2 |

-1lo ) o
O[] 00
| o O |

N £ O

| 0 O [
a1\l 0 Rl<~>R2 0O 2
00 34
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R3Rfl(o-louﬂ [t 1+ o -1]o1 0]
220 100z 4 01100 pesp |O 1 2 4|03
>
(01 2 4]o31] * 2|02 4 0ftoo]
B-R, |1 0 -2 -5|0 4 -] i 0 -2 -5]o 4 -]
IR, [0 1 2 4|03 % 0 1 2 4lo->|
Ra/—s‘\OOO’glé“ZJ/;_?\OOO NEE
1 0 -2 0% % 4|
E'f& 0O 1 2 0|%200
* 25100 0 1 |%F 4

%% 4|0 2 4 | 0 -2 0 /
Check: BA=|%00|[1 1 o =0 1 3 o
X% 4|3 4 2z | 00 0 |

The fact that the method of the previous example works in general can be
seen by combining some block matrix multiplication trickery with the fact that
multiplication on the left by an elementary matrix is equivalent to performing
the corresponding row operation. In particular, if row reducing [A | I] to some
other matrix [ R | £/'] makes use of the row operations corresponding to elementary
matrices Fq, Es, ..., E;, then

RIE]=E~EEJA|T] =[E-EEA[E~EE]

This means (by looking at the right half of the above block matrix) that £ =
Ey --- EyEq, which then implies (by looking at the left half of the block matrix)
that R = FA. We state this observation as a theorem:

Theorem 6.1 — Row Reduction is Multiplication on the Left

If the block matrix [A | /]| can be row reduced to [ R | E'] then... R=EA.
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This theorem says that, not only is performing a single row operation equivalent
to multiplication on the left by an elementary matrix, but performing a sequence of
row operations is also equivalent to multiplication on the left (by some potentially
non-elementary matrix).

The Inverse of a Matrix

When working with (non-zero) real numbers, we have an operation called “divi-
sion,” which acts as an inverse of multiplication. In particular, a(1/a) = 1 for all
a # 0. It turns out that we can (usually) do something very similar for matrix
multiplication:

Definition 6.2 — Inverse of a Matrix

If A is a square matrix, the inverse of 4, denoted by A™!, is a matrix (of the
same size as A) with the property that

AA-AA=T.
If such a matrix A~! exists, then A is called invertible.

Inverses (when they exist) are unique (i.e., every matrix has at most one in-
verse). To see this...

SUppose A 1’\015 +Ho iV)VerseS> B and C

Then BAC‘ B(AC>= BI=B> qnc(
BAC= ®BAYC=TIC=C, so
R=c.

Example. Show that [_31 _25] is the inverse of E g]
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dust mu"Hﬂy: [ﬁ
I R

So if we are given a particular pair of matrices, it is easy to check whether or
not they are inverses of each other. But how could we find the inverse of a matrix
in the first place? We’ll see how soon!
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As always, let’s think about what properties our new mathematical operation
(matrix inversion) has.

Theorem 6.2 — Properties of Matrix Inverses

Let A and B be invertible matrices of the same size, and let ¢ be a non-zero
real number. Then

a) A!isinvertible and (A1)l = A
b) cA is invertible and (cA)~! =14
T : V-1 ~1\T
c) A" is invertible and (A")™" = (A7) na+ ; 1 o( I
|
d) AB is invertible and (AB)™' = B~1A™! — eciuq’ +o A'B

Proof. Most parts of this theorem are intuitive enough, so we just prove part (d)
(you can prove parts (a), (b) and (c¢) on your own: they’re similar). To this end...

To verH:y that  mafrices  are  inverses  of

ealc% 'Hver US+ MUH‘I }’ /
(A&)(B'A) A(bB'M AIN =AA" =T
A (AB) - B'NAB-BIB=BB=1

o AB s invertible  and  (AB)' =B'A". .
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The fact that (AB)™! = B71A™! (as opposed to the incorrect (AB)™! =
A71B71) is actually intuitive enough: you put on your socks before your shoes,
but when reversing that operation, you take off your shoes before your socks.

Not every matrix is invertible. For example,

the zero  wadrix’ OA=0  fr al A,) ss OA*T
Ix1  case 0 (Ohe nUméer’> is  nt invectible

However, there are even more exotic examples of non-invertible matrices. For
example, recall that if u is a unit vector then the matrix A = uu”

P\’ oJ £C+ s Rn on+o ’H'\& ) ine In ‘H‘;& ol ire(;f‘ lon
o

Thee  exist V#FO  such  thdt . 5 _ A
Av=A%. TF A vere im/erh'éle) 5 \ f\vaW
we would  hae  A(AD)=A'(A ), T,

S

so V=W (Con‘l?qo{ ict ion). v

In order to come up with a general method for determining whether or not a
matrix is invertible (and constructing its inverse if it exists), we first notice that if
A has reduced row echelon form equal to I, then Theorem 6.1 tells us that

row - K&JUc'lng [A] Il 4 |Z1E] oives EA=T,
which hints ot E=A"

It thus seems like A being invertible is closely related to whether or not it can

be row reduced to the identity matrix. The following theorem shows that this is
indeed the case (along with a whole lot more):
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Theorem 6.3 — Characterization of Invertible Matrices
Let A € M,,. The following are equivalent:
a) A is invertible.
b) The reduced row echelon form of A is I (the identity matrix).
c) There exist elementary matrices Fy, Es, ..., Ej such that A = E1Es - - - Fj.
d) The linear system Ax = b has a solution for all b € R™.
e) The linear system Ax = b has a unique solution for all b € R”.
f) The linear system Ax = 0 has a unique solution.

1 2

] is invertible.

Example. Determine whether or not the matrix A = [2 4

L850 2] ne RREF i w3
- A s nol  inverhble.

e A L ] L T A

We won'’t rigorously prove the above theorem, but we’ll try to give a rough idea

for why some of its equivalences hold. First, notice that every elementary matrix
is invertible:

Eve(y row o,oe\/d‘,‘ien car) [)& unc{ onée Ly
o vow o /: p,rq’" Ton a‘f\ ’H}& Samé ’," 7/0@:

"Ry s vndone by }cj

’ R; &> RJ‘ is undone. éy itse If

* R, rcRj is  undone éé R~ R,
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- -l
| o:( :[l Oj( [ o _|r o
[b I -3 | ; o4 o 4],
o 17" _To 1
| O [ 0 |.

Since the product of invertible matrices is still invertible, it follows that any matrix

of the form A = FEy1Fs--- Ey (where Ey, Es, ..., E) are elementary) is invertible,
which shows why (¢) = (a).

Fa('

exam /e
P'S

and

The connection between invertibility and linear systems can be clarified by
noting that if A is invertible, then we can rearrange the linear system

Az-F = A'(A2)=AF = % =AT.

Thus (a) = (e), which implies each of (d) and (f).

(unic?/ue!>

When we combine our previous two theorems, we get a method for not only
determining whether or not a matrix is invertible, but also for computing its inverse
if it exists:

Theorem 6.4 — How to Compute Inverses

A matrix A € M,, is invertible if and only if the RREF of [ A | I] has the form
[ | B] for some B € M, If the RREF has this form then A~ = B.

Example. Determine whether or not the matrix A = [;) i] is invertible, and find

its inverse if it exists.

[éj IO}E;& l 22 ;O Y
a | ‘:O’ - \: /ib\/ng/\
AR | 2|1 O R -2R, | O |-2 |
— o 1ln%——7|o I%%
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% A

s
oz |)]m2 L] )2+ -1 |
- -1 ) = =
Check: AN = |3 4|z Y| [4r6 =22 |0
-
Cou[O[ cl’leck A'A= T teo.
Example. Solve the linear system x + 2y = 3, 3z + 4y = 5.

Tn  matrix  notation, [; Z-H;]:E]

N eV AR N R
2 T

A
% P >0

A s invertible  an A_.$[,2 I}.
1

\1

We \')usl' showed — that A

- _ ,|,>= -2 | 2 |-
2= K- |32 M N

(S H'a Unia/up, solujr{on.

1 2 —1
Example. Find the inverse of |2 2 4 | if it exists.
1 3 =3
rll*IlO(f{[<z~,"2l<1 | 2 -I|]I O ©
2 Z Q | O &_R' o -2 L |-2 | @)
_\3-3001, > o | =z o |
[1a 1t oo] g, [I oz]z0-=2
R“Ry o | =z|-1 6 1| R,42R. |0 | -z|-l © |
0-2 b|-z! Of ——>|0 0 2[4 | 2




LINEAR ALGEBRA — Week 6 11

| 0 3|30 2] ¢ | 0 0|9 %-5
L -2R
2Ry o | -zl o | P o | ol ! 3
’Eoo[—zyz|%00,,zyz|
VvV A Ve
=T inverse
=)
| 2 - 9 % -5
..l2 2 %] T sl 3
[ 2 -3 2 % |
2 1 —4
Example. Find the inverse of {—4 -1 6 ] if it exists.
-2 2 =2
~ ) - ) 00
2 1 4|1 oo 2. +2R, 2 1 -4
“ -l blo Ot o | -z|2 10
2 2 2[00 1] = o » 6|1 o]
(2 1 4|1 0 o]
oo rory R3A3Rz @) | -2 |12 | O
2 (44 So —_—
/ -5 3 |
not invertible 7_0 o O[553 1]

Using our characterization of invertible matrices, we can prove all sorts of nice
properties of them. For example, even though the definition of invertibility required
that both AA™! =T and A~'A = I, the following theorem shows that it is enough
to just multiply on the left or the right: you don’t need to check both.

Theorem 6.5 — One-Sided Matrix Inverses

Let A € M,, be a square matrix. If B € M, is a matrix such that either
AB =1 or BA = I, then A is invertible and A~! = B.
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Proof. Suppose BA = I, and consider the equation Ax = 0.
Teo BAZ= BAD)=BO-3. bt s
BAZ = (BAYZ =1z =%, so
X = 6 s ‘H’)& un‘\oLue SO’U‘HOn o’F Ax=0.

B}/ Theovrem 6 3, A is  invertible /‘/\ulﬁply)ng
BA =T on 'H\e 1”19"1',‘ S]’)oWs ’H’)a‘f‘
B=A"

This completes the proof of the BA = I case. Try to prove the case when AB =1
on your own. [ ]

Similarly, we can even come up with an explicit formula for the inverse of
matrices in certain small cases. For example, for 2 x 2 matrices, we have the
following formula:

Theorem 6.6 — Inverse of a 2 x 2 Matrix

a b
A= [ d] |
Then A is invertible if and only if ad — bc # 0, and if it is invertible then

pe—— ]

:ad—bc —Cc a

Suppose A is the 2 x 2 matrix

Proof. It ad — bc # 0 then we can show that the inverse of A is as claimed just by
multiplying it by A:

A = ' d -bf|a b = I |da-be JL‘AJ o
AA ad - be [«c q][c cl;( ad - be [cqi—ac -c1>+aol]_{:° J /
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On the other hand, if ad — bc = 0 then ad = bc.

Case 1: a=0 or £=0. Then A his a 0 row or

Ce {Umn.

M a#0 and b*0. Then cl/[, = c/a, <o the.
bttom Yow s o mou H‘i,a(p/ of
H\& ‘|'0P row.
Tn  either Caise, the RREF of A has a
9] row,  So A IS not invertible. |

Example. Compute the inverse (or show that none exists) of the following matri-
ces:

A:[i —LZ*] olol—()c’|2+2=}‘+7 so AIZ#[_L;_ 23]

B:[}; -f] qc(,éc¢}2’|2=o, so B pdf invectible,

v 3.5 _ - | -3.5
A I

Keep in mind that you can always use the general method of computing inverses
(row reduce [A | I'] to [I | A7']) if you forget this formula for the 2 x 2 case.



