LINEAR ALGEBRA — WEEK 8

BASES OF SUBSPACES AND
THE RANK OF A MATRIX

This week we will learn about:

« The dimension of a subspace,
« Bases of subspaces,
« The rank of a matrix, and

« The rank nullity theorem.

Extra reading and watching:
« Sections 2.4 in the textbook
« Lecture videos 30, 31, 32, and 33 on YouTube
« Basis (linear algebra) at Wikipedia

« Rank (linear algebra) at Wikipedia

Extra textbook problems:
* 2.4.1,24.2, 248
*x 2.4.5,2.4.6,249,24.10
**x 2.4.11, 2.4.12, 2.4.13, 2.4.25, 2.4.30
B 2427


https://www.youtube.com/watch?v=j2iLHEkHy0k&list=PLOAf1ViVP13jmawPabxnAa00YFIetVqbd&index=30
https://www.youtube.com/watch?v=03AbedID9ok&list=PLOAf1ViVP13jmawPabxnAa00YFIetVqbd&index=31
https://www.youtube.com/watch?v=RuWR7w6iocM&list=PLOAf1ViVP13jmawPabxnAa00YFIetVqbd&index=32
https://www.youtube.com/watch?v=K8i4Wg_spIA&list=PLOAf1ViVP13jmawPabxnAa00YFIetVqbd&index=33
https://en.wikipedia.org/wiki/Basis_(linear_algebra)
https://en.wikipedia.org/wiki/Rank_(linear_algebra)
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Bases of Subspaces

A plane in R? is spanned by any two vectors that are parallel to the plane, but
not parallel to each other (i.e., are linearly independent). More than two vectors
could be used to span the plane, but they would necessarily be linearly dependent.
On the other hand, there is no way to use fewer than two vectors to span a plane
(the span of just one vector is just a line). This leads to the idea of a basis of a
subspace:

Definition 8.1 — Bases

A basis of a subspace S C R" is a set of vectors in S that
a) spans S, and

b) is linearly independent.

The idea of a basis is that it is a set that is “big enough” to span the subspace,
but it is not “so big” that it contains redundancies. That is, it is “just” big enough
to span the subspace.

THs wnst 4o éig and s nof
too qu// - it \)U\5+ "iSH!

Example. The standard basis of R".

The set %Z;Z_,--,Z@,
@ 5("""5 /Rn: (Vn,Vz,-,-,Vn);V,é-),*VZZ:‘I‘"'%V,,E:
0’3 Lin. ‘”"lef*: it ¢ +0153+--*C..é:=5 then ¢2= =0,

Example. Show that the set {(2, 1), (1,3)} is a basis of R?.

(0') 5/ooms R sl (x,y>’a,(2,l>+cz(l,3> for  Ccoca
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This  linesr  system has o solotion For ql}
(x, y) 5 S0 (Q) '>, (\>3>§ s f)qﬂé Rz.

@ Lin. inJQf-: (%') and (l)'b) are net  <calac
v [+ i,a)e,s £ esich sther. )

%(Q,l)’(\,fi)i s g  basis o’F ”2 .

The above example demonstrates that the same subspace can (and will!) have
more than one basis:

Z .z, and %(Q;D, (\>3>S are  both  bases  of
K (aad  thee o einy oﬁoev’5>.

However, the number of vectors in a basis of a given subspace is always the same,
which we now state as a theorem.

Theorem 8.1 — Uniqueness of Size of Bases

Let S be a subspace of R". Then every basis of S has the same number of
vectors.

We don’t prove the above theorem (it is a fairly long and ugly mess), but we
can use it to pin down something we have been hand-wavey about up until now: we
have never actually defined exactly what we mean by the “dimension” of a subspace
of R". We now fill in this gap:

Definition 8.2 — Dimension of a Subspace

Let S be a subspace of R”. The number of vectors in a basis of S is called the
dimension of §.

As one minor technicality, we notice that the set S = {0} is a subspace of
R™. However, the only basis of this subspace is the empty set {} (why?), so its
dimension is 0.
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Example. What is the dimension of R"?

Tl’)é S’(' 0!n°{cn/c( [)qsis 327! p 277. > Zg s o basis
01(: Rq‘ TJ’ has n V%‘}Lr-s) <o olim( IR°> = n.

Example. Find a basis for S = span(v,w,x), where v = (1,2,3), w = (3,2, 1),
x = (1,1,1). What is the dimension of this subspace?

390,95 spans S (by definiton), S0 jusT need

o check Jinear ino]ef&nel&nc&:
'3 110 R,-9R, I 3 1]0 | 2 1|0
22 1|o| .2 20" 5 -1lo| Re2R, 5 -
L | 0]%[8-8—2 o] : >[8(;10 g]

Inﬁnﬂzf\// many so‘l/‘f‘ lons,  so Ifneolr/y c!epenc/en‘}'.
Jo NoT o basis & 3! EV)\T\@ is o  basis of
S (C(”eck ‘H;is)) so O is  2-dimen Sl'onq’.

We will now show how to find bases of the fundamental subspaces associated
with a matrix: range(A) and null(A).

Example. Find bases for the range and null space of the following matrix and thus
compute their dimensions:

1 01 0 -1

1 1 0 0 1

A1 0 -1 1 4

2 1 1 -1 -3

Null S’aqce: solve AR = d

| o | o -l | o _ | o | o -l |o
IIOOIORZE'OI'IOQO
-|O-llLioR3‘_LR' ooo0 | 3|0
o N B Bl B CY (o) RL*2‘>O|*l'|"0
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The quantities dim(range(A)) and dim(null(A)) that we computed in the pre-
vious example highlight a lot of the structure of the matrix A, so let’s have a closer
look at them now.

The Rank of a Matrix

With many of the technical details of this course out of the way, we are now in a
position to introduce one of the most important properties of a matrix: its rank.

Definition 8.3 — Rank of a Matrix
Let A € M,,,, be a matrix. Then its rank, denoted by rank(A), is the dimen-

sion of its range.

Rank can be thought of as a measure of how degenerate a matrix is, as it describes
how much of the output space can actually be reached by A.
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Example. Suppose A € M,, is the standard matrix of a projection onto a line.
What is rank(A)?

A- U[ZT) where U is o unit
VQC‘)'O\’ on the e ¢
raing e( A) is  thdat ( l'olim) /ine) A

so rank (A\ = dim (rqnae(f\)> =1 < y

Example. Suppose C € M, is the standard matrix of a rotation. What is
rank(C)? y

C - [@5 (6) -sin (9):( C~¥

Sin (6) cos(6)

<

rdnge (C> - [R: Se ©
cank (C> = dim (rom 9e (C» =) *

One of the reasons why the rank of a matrix is so useful is that it can be
interpreted in so many different ways. While it equals the dimension of the range,
it also equals some other quantities that we have already seen as well:

Theorem 8.2 — Characterization of Rank

Let A € M,,,, be a matrix. Then the following quantities are all equal to each
other:

a) rank(A)
b) rank(AT).
¢) The number of non-zero rows in any row echelon form of A.

d) The number of leading columns in any row echelon form of A.
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Proof. To see the equivalence of (c¢) and (d)...

Yecq“ Jﬂ’)qT every non-zevro Yow of o
row  echelon form qus echﬂ"ly one /eelo/ i@

et vy, q” In different  colvmmns.

To see the equivalence of (a) and (d)...

reca ” our  earlier axamf:/e-" one. basis of
romgp,(/\) consists o te columns F A
Cortres ono! in3 to He lead ing coly mns n REF
e tfcmk (A) = o'im (\’qng&(A» = 5’:’: o‘c qucll'nj colUmns

The equivalence of (b) and (c) is similar:

\’qn9e(/\> s Span o’f A's C,O|an5) So ranﬁe(/‘\T\)
Is qun o’F A>5 vows, quis: Yows 01(: REF. |

0O 0 -2 2 =2
2 =2 -13 3

Example. Find the rank of the matrix A =
-1 1 —-10 -3

-
-1 Il -l o -3 _ - _
Rlé"’K} 2 -2 -l 3 S’IRZJ’ZR' OI ol -3>| :'(5) -3
6 o0 "2 2 -2 © 0 "2 2 -2
_z I-1 Il -l o -3
Rem3R, o 0 -3 3 —37 .
— 7lo o 0o o 6] is in KEF

.- Tl"te rank of H’]is I/VlCﬂLl’iX < 2

(‘H’IP/ num A&\’ O‘F yrion—zexo VoS " R EF)
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Similarly, the nullity of a matrix, denoted by nullity(A), is the dimension of its
null space (i.e., the dimension of the solution set of the linear system Ax = 0). The
following theorem demonstrates the close connection between the rank and nullity
of a matrix:

Theorem 8.3 — Rank—Nullity
Let A € M,,,, be a matrix. Then rank(A) + nullity(4) = n.

Proof. We use the equivalence of the quantities (a) and (d) from the previous
theorem:

fomk(M = # f ,60!6[)‘;43 co)umns in an REF

oF A
R&Cd ” H’\cﬂL ﬂdcl‘) co lumn o‘F A CO((esPonols
fo a Va riable n Hfza linear sysﬁm
Az = 0.

ran k(P\\ =# & |ed ins Variables
awlily)=# of  free  variobles
n = todal # £ variables n

0O 0 -2 2 =2
2 -2 -13 3
-1 1 -1 0 -3

REF  (rom earlier)’ [g N B :3J

Example. Find the nullity of the matrix A =

o o o o O

rank(/’«\* mu“hLy(A)’m) So Q+nu”i%ﬂ/\)’5) So
nU“H'y(M:?). (OlISO) 3 fee vqriq6/%>
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The previous theorem makes some geometric sense—there are n dimensions that
go into A. rank(A) of them are sent to the output space, and the other nullity(A)
of them are “squashed away” by A. This observation leads immediately to yet
another characterization of invertibility:

Theorem 8.4 — Rank and Invertible Matrices

Let A € M,,. The following are equivalent:
a) A is invertible.
b) rank(A) =n
c) nullity(A) =0



