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Abstract
In this article, we focus on the attribution of moral responsibility for the actions 
of autonomous weapons systems (AWS). To do so, we suggest that the responsi-
bility gap can be closed if human agents can take meaningful moral responsibility 
for the actions of AWS. This is a moral responsibility attributed to individuals in a 
justified and fair way and which is accepted by individuals as an assessment of their 
own moral character. We argue that, given the unpredictability of AWS, meaningful 
moral responsibly can only be discharged by human agents who are willing to take 
a moral gambit: they decide to design/develop/deploy AWS despite the uncertainty 
about the effects an AWS may produce, hoping that unintended and unwanted or 
unforeseen outcomes may never occurs, but also accepting to be held responsible 
if such outcomes will occur. We argue that, while a moral gambit is permissible for 
the use of non-lethal AWS, this is not the case for the actions of lethal autonomous 
weapon systems.

Keywords  Artificial intelligence · Autonomous weapons systems · Lethal 
autonomous weapons systems · Meaningful moral responsibility · Moral gambit · 
Moral responsibility · Responsibility gap

1  Introduction

Only humans are morally responsible for the actions of autonomous weapons sys-
tems (AWS). This is because intentions, plans, rights, and duties, praise or pun-
ishment can only be attributed in a meaningful way to humans. Placing this moral 
responsibility on AWS, or in general on artificially intelligent (AI) systems, would 
entail misplacing:
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causal accountability and legal liability regarding their mistakes and misuses. 
Robots could be blamed and punished instead of humans. And irresponsible 
people would dismiss the need for care in the engineering, marketing and use 
of robots (Floridi & Taddeo, 2018, 309).

Over the past years, consensus on placing moral responsibilities for the actions 
of AWS on human agents has grown. By now, this position is uncontroversial. For 
example, the UN Group of Governmental Experts on emerging technologies in the 
area of Lethal Autonomous Weapons Systems of the Convention on Certain Con-
ventional Weapons (CCW) identifies human responsibility as a key principle for the 
(possible) use of lethal autonomous weapons systems (LAWS), stating that:

Human responsibility for decisions on the use of weapons systems must be 
retained since accountability cannot be transferred to machines. This should be 
considered across the entire lifecycle of the weapon system (UN GGE CCW, 
2019).

Human responsibility is mentioned explicitly in the ethical principles for the use 
of AI in the Recommendations on the Ethical Use of Artificial Intelligence by the 
US Department of Defense, issued by the US Defense Innovation Board (DIB), 
whose first principle states that:

Human beings should exercise appropriate levels of judgment and remain 
responsible for development, deployment, use and outcomes of DoD AI sys-
tems (DIB, 2020a, 8).

Similarly, in a recent report to European Parliament, the Committee for Legal 
Affairs stated that:

[…] autonomous decision-making should not absolve humans from responsi-
bility, and that people must always have ultimate responsibility for decision-
making processes so that the human responsible for the decision can be identi-
fied (Lebreton, 2021).

The consensus on this point is important, for it avoids the risk of anthropomor-
phising AWS, and AI systems more broadly, and saves time from engaging with 
literature discussing whether AWS can be morally responsible for their own actions. 
Insofar as these systems do not have intentions, and no understanding of the blame 
or praise that may follow their actions, AWS do not bear moral responsibility for 
their own actions.

As shown in the rest of this article, while the focus on human agents points the 
debate in the right direction, it remains problematic to ascribe moral responsibili-
ties to humans for the actions of AWS in a meaningful way (more on this presently). 
Nonetheless, ascribing this moral responsibility to individuals—as opposed to insti-
tutions or legal entities—is a necessary condition for the deployment of AWS. As it 
was stressed in the Nuremberg trials:

Crimes against international law are committed by men, not by abstract enti-
ties, and only by punishing individuals who commit such crimes can the provi-
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sions of international law be enforced (International Military Tribunal (1947), 
221).

In the age of autonomous warfare, AWS may perform immoral actions, but it 
is only by holding the individuals who design, develop and deploy them morally 
responsible that the morality of warfare can be upheld.

In the rest of this article, in Sect.  2 and its subsections, we analyse the main 
contributions to the debate on the moral responsibility for AI systems in general. 
In Sect. 3 and its subsections, we focus on specific approaches to ascribing moral 
responsibility for AWS and consider the limits as well as the points of strength of 
these contributions. In Sect. 4, we offer our own contribution to the debate by focus-
ing on the concepts of meaningful moral responsibility and moral gambit. Following 
the analysis provided in this section, in Sect. 5, we provide eight recommendations 
addressing specifically how defence institutions can overcome the responsibility gap 
for the use of non-lethal AWS. In Sect. 6, we conclude the article.

Before beginning our analysis, three clarifications are necessary. First, in this arti-
cle, we will focus on AWS, understood as:

an artificial agent which, at the very minimum, is able to change its own inter-
nal states to achieve a given goal without the direct intervention of another 
agent, and may be endowed with some abilities for changing its transition rules 
to perform successfully in a changing environment, and which is deployed 
with the purpose of exerting kinetic force against a physical entity (whether 
an object or a living being) and to this end is able to identify, select and attack 
the target without the intervention of another agent is an AWS. Once deployed, 
AWS can be operated with or without some forms of human control (in, on or 
out the loop) (Taddeo & Blanchard, 2021)

This is a value-neutral definition, so it has no other bearing on our analysis than 
to identify the set of AWS to which it applies. It is worth noting that this definition 
of AWS differs from many others insofar as it considers explicitly adapting capabili-
ties as a key feature of AWS. It is this characteristic which drives much of the dis-
cussion in this article around the attribution of moral responsibility for the actions 
of AWS.

This takes us to our second clarification. Following our definition of AWS, lethal 
and non-lethal AWS are distinguished on the basis of the purpose of their use and 
not the effect of use. A lethal AWS is used with the goal of exerting lethal force—
i.e. resulting in death or permanent injury—against human beings. A non-lethal 
AWS is used with the purpose, as with non-lethal weapons generally, of incapaci-
tating human beings “without causing death or permanent injury” (Davison, 2009, 
1). Thus, following this distinction a non-lethal AWS may also be, for example, a 
system used with the purpose of material destruction or disabling equipment. As we 
argue in the rest of this article, the outcome of AWS is predictable only to an extent. 
Thus, it is conceivable that an AWS used for non-lethal purposes may produce 
lethal effects (Coleman, 2015; Enemark, 2008a, 2008b; Kaurin, 2010, 2015; Heyns, 
2016a, 2016b). This is because there is “a potential disconnect between the intention 
behind the use of a weapon and the consequences thereof” (Enemark, 2008b, 201). 
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However, one can focus on the purpose of deployment (and effective conditions of 
deployment) as a way of distinguishing lethal from non-lethal AWS. This focus is 
sufficient to support the analysis developed in the rest of the article, which aims at 
dealing precisely with the range of unpredictable outcomes of AWS. In the rest of 
this article, part of the analysis of the moral responsibility of AWS applies squarely 
to both the cases of LAWS and non-lethal AWS. We will distinguish between “non-
lethal AWS” and LAWS whenever our analysis of the case of LAWS leads to differ-
ent outcomes than the one concerning non-lethal AWS.

Our third clarification addresses the nature of the responsibility on which we 
will focus. Our goal is to understand how a human agent can take meaningful moral 
responsibility for the actions of AWS. This implies that moral responsibility is not 
ascribed nominally to human agents, for example because of their role or ranking, 
but bears in a justified and fair way on those who have played a key role in the reali-
sation of the effects of using AWS. This also implies that a human agent accepts this 
moral responsibility, and the praise or blame that come with it, as an individual (in 
a personal sense) and not as a member or representative of a defence organisation 
or of a professional body. The attribution of meaningful moral responsibility may 
underpin legal processes to attribute legal responsibility, define accountability and 
liability. However, while related to legal responsibility, moral responsibility differs 
from it. For example, as we shall see in Sect. 2, the attribution of moral responsi-
bility and the subsequent blame/praise requires causal and intentional connection 
between an action and effect. This is not necessarily the case when considering 
legal responsibility. Consider, for example, the concept of “faultless responsibility”, 
according to which punishment can be ascribed even the intention to determine a 
given effect cannot be determined. Our work focuses only on moral responsibility, 
and while it may provide the conceptual ground for attributing legal responsibility, it 
is not concerned with the latter.

With the conceptual space of our analysis outlined, we can now delve into the 
literature focusing on attributing moral responsibility for AI systems.

2 � Moral Responsibility for AI Systems

The debate on the moral responsibilities for the actions of AWS hinges on the wider 
discussion of the moral responsibilities for the actions of AI systems. As men-
tioned in Sect.  1, while there is growing consensus that these responsibilities rest 
with human agents, ascribing them correctly has proven to be problematic. This is 
because, under classic ethical approaches, for the attribution of moral responsibility 
to be justified and fair, agents must have a specific relation to their own actions, and 
their consequences. This relation must satisfy four conditions at the same time:

•	 Intentionality condition: the intentions of the agent to achieve a given effect 
(Branscombe et al., 1996; Kant & Borken, 2019; Khoury, 2018).

•	 The causality condition: there has to be a causal connection between the deci-
sion/action of the agent and their effects (Fischer & Ravizza, 2000; Sartorio, 
2007; Shoemaker, 2017).
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•	 Consequence condition: the agent has to have an understanding of the effects of 
the decision/action, as well as of their moral value and the consequent blame/
praise (Bentham, 1789; Wallace, 1998; Neil Levy, 2008; Kelly, 2012).

•	 Choice condition1: the agent has some degree of freedom that allows him/her to 
choose among different patterns of actions (Strawson, 1962; 1962; Watson, 1975; 
Nelkin, 2011).

The first three conditions are problematic to satisfy when considering AI systems. 
Problems with meeting these conditions underpin the “responsibility gap” (Floridi, 
2012; Matthias, 2004). Let us consider the intentionality condition first. Moral 
responsibility is often ascribed with the aim of distributing blame/praise to individu-
als for their morally evil/good actions. For this, intentionality of the agent is a key 
element to ensure that the allocation of moral responsibility is justified:

It would be counterproductive to attribute responsibility, and hence allocate 
blame or praise, punishments or rewards, if the agents’ actions were not inten-
tional, because such attribution would then be arbitrary and indistinguishable 
from a mere random allocation, which would defy the purpose of blame or 
praise, punishments or rewards, […]. (Floridi, 2016, 4, emphasis added).

Under a classic ethical approach, lack of intentionality undermines the allocation 
of moral responsibility and of the blame/praise linked to it, even when the causal 
chain of events leading to a given outcome is clear. When considering AI systems, 
their behaviour may not result directly from the intentions of the individual design-
ers, developers or deployers. This can be the case for two reasons: distributed actions 
and lack of predictability. AI systems can perform morally loaded actions which 
stem from a number of morally neutral actions—i.e. individual actions performed by 
humans or other artificial agents and which taken individually do not lead to specific 
morally evil/good outcomes (Floridi, 2016). We can imagine a network of agents 
involved in the design, development and use of an AI system, each making morally 
neutral decisions, which once coordinated at the network level lead to an morally 
evil/good action. This is what (Floridi, 2012) calls distributed morality. While the 
entire network can be held morally responsible for these actions, attributing blame 
or praise individually to all, or any of, the agents in the network would be unjusti-
fied insofar as individual actions per se do not lead to any morally loaded outcome 
even if, once coordinated at network level, these actions cause the final outcome. 
Distributed morality is not unique to AI systems, but it is particularly relevant in the 
AI domain, where the network of involved agents and the subsequent fragmentation 
of tasks among them are particularly widespread, making it problematic to identify 
intentionality for actions and attribute moral responsibility accordingly. At the same 

1  In the rest of this article, we will not focus on the choice condition, as in the relevant literature this 
refers to metaphysical understanding of determinism and freedom. The condition focuses on whether 
humans are or not fully determined and, thus, can choose among alternative pattern of actions. Whether 
this condition is met or not is independent from the case of AI systems and more related to the meta-
physical view one has.
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time, once deployed, some AI systems may develop autonomously new behaviours 
that were never intended by the human agents designing, developing and deploying 
these systems and for which they cannot be held morally responsible, given this lack 
of intentionality (more on this in Sect. 2.1).

Respecting the causality condition when considering AI systems is also problem-
atic insofar as intended actions at design, development and deployment stages may 
cause an unintended outcome. To put it more precisely:

intentionality is not closed under causal implication, […]. In the direct case of 
non-closure, it is not the case that, if Alice means to cause a, and a causes b, it 
follows that Alice means to cause b. (Floridi, 2016, 4).

This is particularly relevant when considering AI systems that may develop 
unforeseen and unintended behaviour (i.e. lack of predictability). This lack of pre-
dictability makes it problematic to meet the consequence condition. Insofar as the 
outcomes of the system that one deploys cannot be foreseen, it is not feasible for the 
agent to consider all possible consequences of this action and their moral value.

Lack of predictability is at the nexus of the breach of the intentionality, causality 
or the consequence conditions. This is, thus, a key element to address when consid-
ering moral responsibility for AI. The next sub-section delves into this topic.

2.1 � Predictability and AI Systems—What a System Will Do

Predictability of AI systems indicates the degree to which one can answer the ques-
tion: what will an AI system do? This is not a new issue. Unpredictable systems 
are common in mathematics and physics, and limits on the ability to predict the 
outcomes of artificial systems have been proven formally since the 1950s (Moore, 
1990; Musiolik & Cheok, 2021; Rice, 1956). Quite significantly, Wiener and Sam-
uel debated over the predictability of AI systems in a famous exchange in 1960 
(Samuel, 1960; Wiener, 1960). Wiener described the problems with the lack of pre-
dictability as a consequence of the learning abilities of these systems. As he noted, 
“as machines learn they may develop unforeseen strategies at rates that baffle their 
programmer” (Wiener, 1960, 1355). In baffling the programmer and the user, unpre-
dictability hinders control, previsions about system behaviour, risks/benefit analyses, 
and undermines decisions made on those analyses (Taddeo & Floridi, 2018). It is 
important to note that the predictability problem refers both to correct and incorrect 
outcomes, as in both cases the issue is not whether the outcomes follow logically 
from the working of an AI system, but whether it is possible to foresee them at the 
time of deployment (Taddeo et al. Forthcoming). Developments in AI research have 
proved Wiener correct. Consider, for example, reward hacking—when a machine 
learning algorithm optimises an objective function, without achieving the intended 
outcome—which is reported in current literature as one of the reasons that make an 
AI system unpredictable. As Hadfield-Menell et al., (2020, 1) put it:

Autonomous agents optimize the reward function we give them. […] When 
designing the reward, we might think of some specific training scenarios, and 
make sure that the reward will lead to the right behavior in those scenarios. 
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Inevitably, agents encounter new scenarios (e.g., new types of terrain) where 
optimizing that same reward may lead to undesired behavior.

Currently, predictability of AI systems is a key focus of the debate on interpret-
able AI (Rudin, 2019), which addresses problems related to (the lack of) predict-
ability of AI systems in conjunction with the related, but distinct, issues of (lack of) 
transparency and explainability of these systems. There are different ways in which 
the literature on interpretable AI consider predictability, for example some focus on 
the technical features of a system (Boulanin et al., 2020; DIB, 2020b; International 
Committee of the Red Cross, 2019b), while others consider predictability a function 
of the systems and its context of deployment (Docherty, 2020; International Com-
mittee of the Red Cross, 2019a, 2019b).

When focusing on the technical aspects of an AI system, predictability is assessed 
with respect to the degree of consistency of its past and current behaviour with its 
future ones; by considering how often and for how long the outputs of a system are 
correct; and whether the system can scale up to elaborate data that diverge from 
training and test data (Boulanin et al., 2020; Collopy et al., 2020; DIB, 2020b).2 Pre-
dictability varies with the type of AI systems—some, for example decision trees, are 
more predictable than others, like neural networks.

Predictability also depends on the robustness of the system. AI systems, espe-
cially those relying on online models, have low levels of robustness (Taddeo, 2017; 
Taddeo et  al., 2019): they may show unpredicted, and unwanted, behaviour as a 
result of elaborating poisonous data presenting minor perturbations. For instance, 
in the case of image classification, perturbations at pixel-level, imperceptible to 
humans, can lead the system to misclassify an object with high-level confidence 
(Szegedy et al, 2014; Uesato et al., 2018). This implies that the number of possi-
ble perturbations that may alter the behaviour of an AI system is exorbitantly large 
and that predicting (and testing for) all possible perturbations to foresee unintended 
behaviour of a system is an intractable task.

Predictability also refers to the degree to which the actions of a system can be 
anticipated once it is deployed in a specific context. In this sense:

all autonomous systems exhibit a degree of inherent operational unpredicta-
bility, even if they do not fail or the outcomes of their individual action can be 
reasonably anticipated, (Holland Michel, 2020, 5)(emphasis added).

This is because, once deployed, systems may face a context with unforeseen char-
acteristics (IEEE, 2017). On this point, Holland Michel (2020) offers this example:

a fully autonomous drone that maps the interior of a network of tunnels. Even 
if the drone exhibits a high degree of technical predictability and exceptional 
reliability, those deploying the drone cannot possibly anticipate exactly what it 

2  It is important to note that predictability is not reliability (the degree of failures of a system) nor is 
it robustness (the capacity of a systems to behave as expected even when it is fed with erroneous data) 
(Heaven 2019; Taddeo, McCutcheon, and Floridi 2019).
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will encounter inside the tunnels, and therefore they will not know in advance 
what exact actions the drone will take.

The same point has also been stressed in an ICRC report (International Commit-
tee of the Red Cross, 2019a) with a specific focus on AWS:

autonomous weapon systems are unpredictable in a broad sense, because they 
are triggered by their environment at a time and place unknown to the user 
who activates them. Moreover, developments in the complexity of software 
control systems – especially those employing AI and machine learning – may 
add unpredictability in a narrow sense of the process by which the system 
functions, (p. 11).

In this case, predictability is impacted by a large set of variables: the technical 
features of the system, the characteristics of the context of deployment, the level 
to which the operator understands the way in which the system works and, in the 
defence domain, the behaviour of the opponents. These variables may change and 
interact together in different ways making it problematic to predict all possible 
actions that an AI system may perform and their effects. As indicated in a UNIDIR 
report:

Certain edge cases may only arise from a very specific and unforeseeable set 
of interacting circumstances. Testing a system against all such potential com-
binations of circumstances that might give rise to all of its possible failures 
could be extremely challenging (Holland Michel, 2020, 19).

Identifying all possible behaviours of AI systems in a given context and con-
sidering their effects on the context is not logically impossible, but it is unfeasible 
because the number of variables and their possible interactions is exorbitantly large, 
making this assessment intractable. This means that the deployment of AI systems 
implies a degree of uncertainty with respect to its possible effects. It is worth men-
tioning that uncertainty of outcomes may vary with the context of deployment. A 
system deployed in a context that is fully controllable is much more predictable than 
when deployed in a context where not all aspects are under control or known. Cru-
cially, the lack of certainty of the outcomes introduces some risks which need to 
be pondered in the decision to use an AI system (see for example the principle of 
“justified use” proposed in Taddeo et al., 2021). The risks need to be assessed with 
respect to the perceived advantage of using AI, possible unwanted outcomes and 
mitigating measures put in place against these risks.

2.2 � Collective and Faultless Distributed Moral Responsibility

Alternatives to the classic ethical approach to attribute human moral responsibilities 
for the actions of AI systems have been proposed in the relevant literature focusing 
either on collective (Corlett, 2001; List & Pettit, 2011) or distributed moral respon-
sibility (Floridi, 2012, 2016).

Approaches focusing on collective responsibilities (Krishnan, 2009; List & 
Pettit, 2011) address the allocation of moral responsibilities for the actions taken 
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by groups collectively, rather than their members individually. Consider, for 
example, List’s and Pettit’s analysis. It maintains that:

[…] a group agent is fit to be held responsible for doing something to the 
extent it satisfies these requirements:
First requirement. The group agent faces a normatively significant choice, 
involving the possibility of doing something good or bad, right or wrong.
Second requirement. The group agent has the understanding and access to 
evidence required for making normative judgments about the options.
Third requirement. The group agent has the control required for choosing 
between the options. (List & Pettit, 2011, 158).

This analysis hinges on the premise that a group expresses its will and acts 
consequently. As the authors continue:

To satisfy the second condition […], a group agent must be able to form 
judgments on propositions bearing on the relative value of the options it 
faces – otherwise it will lack normative understanding – and it must be able 
to access the evidence on related matters. (p. 158).

According to this approach, the group is seen as a homogenous entity—one 
may think for example of a group of workers striking, a group protesting in the 
street, the population of a nation—that acts in a coordinated manner having con-
trol over its actions and directing them intentionally. This is problematic when 
considering the design, development and deployment processes of AI systems, 
insofar as these are quite distributed and involve heterogeneous agents, who may 
not know of the overall action that the group is performing, let alone make nor-
mative judgments. By assuming an intentionality at group level, this approach 
disregards the impact that unintentional individual actions may have on the 
actions performed by the group. Thus, to rely on this approach would lead to 
unjust distribution of moral responsibility. As Corlett put it:

collective (intentional) action is an action the subject of which is a collec-
tive intentional agent. A collective behavior is a doing or behavior that is 
the result of a collective, though not the result of its intentions. A collective 
action is caused by the beliefs and desires (wants) of the collective itself, 
whether or not such beliefs and desires can be accounted for or explained in 
individualistic terms […] I am concerned with whether or not it is justified 
to ascribe intentional action to conglomerates of a numerically larger sort 
such as (large) nations and (large) corporations. If such conglomerates are 
not intentional agents, then they are not proper subjects of moral responsi-
bility attributions, (Corlett, 2001, 575–76) (emphasis added).

We agree with Corlett’s analysis, ascribing intentionality to the group without 
being able to ascribe intentionality to all its agents undermines the idea of hold-
ing a group morally responsible, for those who did not share the intentions of the 
group would bear this responsibility without a justification.
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The distributed morality approach focuses on the attribution of responsibility for 
morally evil/good actions that spur from the convergence of different, independent, 
morally neutral, intention-less factors. This has been defined as distributed faultless 
moral responsibility (Floridi, 2016). It refers to contexts in which, while it is possi-
ble to identify the causal chain of agents and actions that led to a morally evil/good 
outcome, it is not possible to attribute intent to achieve such an outcome to any of 
those agents individually, and therefore, all the agents are held morally responsible 
for that outcome insofar as they are part of the network that determined it. Accord-
ing to the distributed faultless moral responsibility approach, to attribute moral 
responsibility, what one needs to show is that:

some evil has occurred in the system, and that the actions in question caused 
such evil, but it is not necessary to show exactly whether the agents/sources 
of such actions were careless, or whether they did not intend to cause them 
(Floridi, 2016, 8).

All the agents of the network are then held maximally responsible for the out-
come of the network.

It is important to note that this approach allows for distributing moral responsibil-
ity among the human agents of a network but does not aim at distributing punish-
ment or reward for the actions of a system. Its goal is to establish a feedback mecha-
nism that incentivises all the agents in the network to improve its outcomes—if all 
the agents are morally responsible, they may become more cautious and careful, and 
this may reduce the risk of unwanted outcomes. This element is of particular rel-
evance when considering AWS.

3 � Moral Responsibility for AWS—the Collective Moral Responsibility 
Approach

When considering the specific case of AWS, attempts to overcome the responsibil-
ity gap have been made. Some build on the collective responsibility approach, oth-
ers rely on the ideas of allocating responsibility along the chain of command or on 
distributed moral responsibility. In this section, we shall address these three attempts 
in turn, starting with those building on collective responsibility. Following the col-
lective idea of moral responsibility, one may hold responsible this entire network of 
agents. For example, Taylor states:

I maintain, the organisation as a whole might be viewed as having control over 
the outcome and thus be properly held morally responsible” (Taylor, 2020, 
327).

This approach rests on the List’s and Pettit’s idea of collective responsibilities 
ascribed to groups of agents who share the intent to perform a given action. Indeed, 
it can be argued that those who work to design, develop and deploy AWS share 
the intent to develop a system that can deploy (lethal) force in a specific way and 
within certain constraints, and hence bear moral responsibility for the actions that 
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the system is intended to perform. For the private sector, for example, this responsi-
bility is akin to a liability that technology providers have with respect to the possible 
failure of their products. For example, Schulzke stresses that:

To the extent that AWS’ actions result from how their software or hard-
ware is designed, responsibility for autonomous weapons should lie with 
the developers who create them. To the extent that their actions are enabled 
or constrained by civilian and military officials in their chain of command, 
those officials should share responsibility for the actions of autonomous 
weapons (Schulzke, 2013, 204).

This approach has been accepted in the past, when considering the develop-
ment of other weapons (Weeramantry, 1985; Glerup & Horst, 2014; Miller, 2018; 
Khosrow-Pour D.B.A, 2021). However, it does not address the cases of AWS; 
insofar, it remains oblivious to the possibility that, once deployed, AWS may 
develop behaviour independently from the intentions of their designers/develop-
ers/users. The moral responsibility for this unintended behaviour is not akin to the 
one for systems’ failure, as the latter can be discharged referring to negligence, 
i.e. the responsibility for some form of perturbation that the human agents could 
have and should have considered and prevented, but they did not. When consider-
ing unintended behaviour of AWS, we are focusing on behaviour that emerges as 
a correct consequence of the technical features of the systems (e.g. adapting sys-
tems) and/or their interactions with the surrounding environment but which could 
not be anticipated by the human agents, as mentioned in Sect. 2.1.

At the same time, the focus on the group leads to ascribing moral responsibili-
ties, and blame/praise, to the organisations, rather than to individuals. As Taylor 
suggests:

[…] a number of distinct groups might be identified as potential loci of 
responsibility: the government, the military, and the developers of LAWS. 
Of these, I suggest that most progress in closing the responsibility gap 
can be made by exploring the possibility of ascribing responsibility to the 
organisations that design and develop LAWS (p. 327).

This approach offers a limited solution insofar as it is problematic to consider 
these groups intentional agents (the reader might recall Corlett’s quote in Sect. 2.2). 
To overcome this issue, one may consider ascribing moral responsibility to individu-
als as representatives of groups or institutions (Champagne & Tonkens, 2015; Galli-
ott, 2017). In this case, responsibility is attributed because of the role—and the obli-
gations and duties attached to it—that an individual has and not necessarily because 
of their intentions or the factual connection between cause and effect (Hin-Yan Liu, 
2016). Champagne and Tonkens, for instance, propose that persons of sufficiently 
high military or civilian standing hold responsibility for when the deployment of 
AWS goes wrong simply by virtue of their office (Champagne & Tonkens, 2015). 
By occupying high office, they argue, the occupant “willingly agrees” to the condi-
tions of that office and, thereby, could in principle be made responsible for the use of 
AWS despite the latter’s unpredictable nature.
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In a sense, these proposals accord with the arrangements and values of a dem-
ocratic system that the privileges of office are attended by certain responsibilities 
and liabilities for consequences not all of which are foreseeable or causally con-
nected to the occupant of that office (Haddon, 2020). However, a closer analy-
sis reveals that, at best, they ascribe moral responsibility nominally—responsi-
ble human agents are identified because of their role more than because of their 
intentions, decisions and actions, and also risks creating scapegoats and makes 
moral responsibility less meaningful. The reader may recall the quote from the 
Nuremberg trials, how it stressed the need to establish individual meaningful 
responsibility—“individuals who commit such crimes”—for wrongs occurred 
while waging warfare.

The next section analyses in more detail approaches focusing on the distribution 
of moral responsibility across the chain of command.

3.1 � Moral Responsibility for AWS—Distributing Moral Responsibility Along 
the Chain of Command

Approaches that support the idea of distributing moral responsibility for the actions 
of AWS along the chain of command rest on two assumptions, according to which 
responsibility should be shared:

	 (i)	 proportionally to the decision-making power and the access to information 
characterising the different positions along the chain of command; and

	 (ii)	 according to the chain of command (within a military organisation) because of 
the authority that higher-ranking personnel have over the autonomy of lower-
ranking personnel.

Assumption (i) resonates with the argument proposed by Walzer, according to 
which we have higher standards for commanders not just because of the danger-
ous instruments they have at their disposal but also because they have “access to 
all available information and also to the means of generating more information” 
(Walzer, 1977, 317). Assumption (ii) follows from (i) and is reflected in the “rules 
of engagement” (ROE) that defence organisations define prior to engaging in opera-
tions. ROE are established by cascading levels of hierarchy with each level imposing 
a greater degree of constraint—and specificity—upon its subordinate level(s). This 
means that, at each level, there is a (diminishing) degree of discretion and higher 
degree of specificity of possible decision/action, and it can be problematic to con-
tradict the decisions made by superiors. Thus, personnel higher in command take 
responsibilities for actions performed by lower-rank personnel in executing their 
orders, because the latter lack the autonomy to do differently from what they are 
ordered. This view is shared by a good deal—albeit not all (McMahan, 2006)—of 
Just War theorising (Walzer, 1977). As Walzer’s statement has it:

we regard soldiers under orders as men whose acts are not entirely their own 
and whose liability for what they do is somehow diminished (p. 309).
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This diminished autonomy, and thus diminished responsibility, is reflected in the 
doctrine of command responsibility, according to which superiors are held account-
able for their subordinates by the principle of omission (e.g., a failure to prevent or 
intervene), when at least in principle they have sufficient control over their subordi-
nate to prevent, or at least intervene to limit, immoral behaviour.

When considering AWS, assumptions (i) and (ii) are both problematic, insofar as 
they disregard the characteristics of AWS and the pragmatic and conceptual issues 
that may follow from their deployment. Let us consider assumption (i) first. It con-
flates the breadth of the decision-making power and of the information accessed with 
the level of granularity of the supporting information that is accessible. For exam-
ple, in some circumstances, the risks and advantages of deploying AWS in a spe-
cific theatre of operation may be clearer to lower-ranking personnel, especially those 
familiar with the technology and the theatre, than to the higher ranking-personnel 
in command who may lack information specific to the technology or the context of 
deployment. And while information about risks and benefits of a specific operation 
may be conveyed upward in the chain of command, it is likely that in a context when 
AWS are deployed routinely and massively, the granularity of this information will 
decrease as the information is passed upward (Payne, 2021, 110–12). This may lead 
to personnel in higher command being held morally responsible for the actions of 
AWS, while having access to information of insufficient granularity for this respon-
sibility to be attributed in a justified and fair way. It should be noted that this is 
a pragmatic problem. It is logically possible that military institutions may put in 
place adequate processes to overcome it. In this case, assumption (i) remains valid. 
But until a system is established to ensure that decision-makers have prompt access 
to sufficiently granular information about the benefits and risks of using AWS, the 
claim that the moral responsibility for the actions of AWS can be distributed with 
the level of command is unsound.

Assumption (ii) poses conceptual problems concerning control and autonomy. 
Let us consider them in turn, starting with control. The moral responsibilities of 
commanders for actions of their subordinates rest on three conditions:

(1) the existence of a superior-subordinate relationship where the superior has 
effective control over the subordinate; (2) the requisite mental element, gener-
ally requiring that the superior knew or had reason to know (or should have 
known) of the subordinates’ crimes; and (3) the failure to control, prevent or 
punish the commission of the offences (Neha Jain, 2016, 310).

Establishing control, whether “effective”, “appropriate” or “meaningful”, of AWS 
has proven to be problematic (Ekelhof, 2019). This may be in part due to the cir-
cumstances of deployment of AWS (consider for example the cases of humans on- 
or post-loop) or to the characteristics of the context of deployment, of the type of 
AWS or a combination of thereof. The reader may recall the issues of predictability 
discusses in Sect. 2.1, which entail that once deployed, AWS may perform unfore-
seen, and unintended, actions. This implies that officers deploying AWS may have 
no way to foresee unwanted outcomes and prevent them, making it hard to meet con-
ditions (1) and (2). Condition (3) holds commanders responsible for the misconduct 
of their subordinates, but this is only insofar as they can control and prevent them 
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from misbehaviour. In the case of AWS, their lack of predictability (whether techni-
cal or operational) makes the attribution of this moral responsibility unjustified.

3.2 � Moral Responsibility for AWS—the Distributed Faultless Moral Responsibility 
Approach

Some of the limitations of the approaches described in the previous sections can be 
overcome when considering distributed faultless moral responsibility.

According to this framework, commanders would be responsible for the 
actions of AWS to roughly the same extent as they are now, as they have 
similar powers to constrain the autonomy of AWS as they have over human 
soldiers. […] The exact apportionment of blame between commanders and 
developers can be determined only by the extent to which they contribute to 
an AWS’ wrongful actions through their actions or inactions (Schulzke, 2013, 
216) (p. 216).

This approach allows for allocating moral responsibility to all the individu-
als participating in (and determining) the design, development and deployment of 
AWS, but it would be problematic to ascribe moral blame or praise in a justified 
way following it. This is because of two reasons: lack of transparency and lack of 
intentionality.

The reverse engineering process necessary to identify the network of agents that 
shaped (causally) the behaviour of the AWS may be hindered by lack of transpar-
ency of the system itself or by the limited transparency of the information about 
the system and the decision-making process underpinning its use (Tsamados et al., 
2021). The risk is concrete. It may be a consequence of the countless interactions 
among many agents that shape the actions of AWS, and which may be difficult to 
reconstruct with sufficient detail to understand the factors that determined the 
behaviour of the system. It can also follow the decision of a state not to share rel-
evant information. In 2010, the UN Special Rapporteur on extrajudicial, summary or 
arbitrary executions stressed in a report on targeted killing that:

[…] [states may decide not to use] the procedural and other safeguards in place 
to ensure that killings are lawful and justified, and the accountability mecha-
nisms that ensure wrongful killings are investigated, prosecuted and punished 
(Alston n.d., 10).

As Verdiesen, Santoni de Sio and Dignum stress in commenting on the report 
(Verdiesen et al., 2021):

The reason for this accountability vacuum is that the international community 
cannot verify the legality of the killing, nor confirm the authenticity of the 
intelligence used in the targeting process or ensure that the unlawful targeted 
killing results in impunity (p. 145).

At the same time, as we saw in Sect. 2, reconstructing the causal chain of decision 
and actions that led to a specific behaviour of AWS is not tantamount to identifying 
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intentions for that behaviour to materialise. Indeed, this approach aims at identifying 
faultless moral responsibility and does not aim to ascribe blame or praise. Thus, it 
sheds limited light on the responsibility gap of AWS; insofar, blame and praise are 
key elements to offer remedy for the moral evil that the use of these systems may 
cause or to reward for morally sound uses. The time has come to consider meaning-
ful moral responsibility for the use of AWS.

4 � Meaningful Moral Responsibility and The Moral Gambit

When considering AWS, moral responsibility refers to action leading to the destruc-
tive damage (whether lethal or not) that these systems may do. One of the condi-
tions for the use of these systems to be morally acceptable is that it must be pos-
sible to ascribe responsibility for this damage in a justified way. This is when there 
is intentionality of the agents and a causal connection of their decisions/actions to 
the AWS outcomes. It is also important that moral responsibility is attributed fairly, 
such that the agents must have sufficient information and understanding of the con-
text in which they operate to consider all possible alternatives before making any 
decision. Justified and fair moral responsibility is only attributed when all the four 
conditions specified in Sect. 2 are met. Also, the agents have to be able to accept 
this moral responsibility as an element of their actions and decisions, and have to be 
able to take the blame/praise that follows as an assessment of their moral character. 
Meaningful moral responsibility is ascribed meeting all these three criteria.

Discharging meaningful moral responsibility for the actions of AWS is a neces-
sary, preliminary condition to their use,3 because it is the kind of responsibility that 
shows a minimum due care (Strawson, 1962) for the receiver of the actions of AWS. 
In this sense, Sparrow is correct, when he says that:

the least we owe our enemies is allowing that their lives are of sufficient worth 
that someone should accept responsibility for their deaths (Sparrow, 2007, 67).

Meaningful moral responsibility enables backward-looking responsibility, as it 
fosters accountability. It may also enable forward-looking responsibility, insofar as 
the prospect of the blame and praise linked to a given decision/action would facili-
tate morally sound choices and careful conduct.

When considering AWS, meaningful moral responsibility is limited by the unpre-
dictable nature of these systems. It would be unjustified and unfair to ask human 
agents to take meaningful moral responsibility for (all possible) unpredictable 
actions that AWS may perform. This is because these actions are not intended by 
the human agent (moral responsibility would not be justified) and no information 
would allow the agent to foresee the totality of possible actions that an AWS may 
perform once deployed, to identify and prevent those unwanted (moral responsibility 

3  Please note that we are not arguing that moral responsibility is necessary to ensure that war activities 
abide to Just War Theory or that it is necessary to ensure the respect of International Humanitarian Law. 
We argue that attributing moral responsibility is necessary to ensure that war waging is morally sound.
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would not be fair). All one may ask is for designers, developers and deployers to 
take meaningful moral responsibility for the intended actions, while being aware of 
the risk that unpredicted outcomes may occur and accepting moral responsibility 
also for the unpredictable effects that may follow the decision to deploy AWS. Let us 
specify this aspect. In accepting this responsibility, the human agents make a moral 
gambit: they design/develop/use an AWS, being fully aware of the risks that it may 
perform some unpredicted actions. To limit these risks (and optimise the chances 
for a successful gambit) they, and the relevant defence institutions, must act at their 
best to establish all possible measures to constrain the moral evil (and harness the 
moral good) that unpredicted behaviour may cause. The human agents remain aware 
that independently of all these efforts, it will not be feasible to predict all possible 
actions of an AWS and their effects on the context of deployment.4 Nonetheless, if 
they decide to proceed with the design/development/use of these systems, then they 
make a moral gambit and accept to be morally responsible for the unforeseen AWS 
outcomes and their effects.

When considering AWS, all the human agents intentionally participating in the 
design, development and use of these systems take this moral gambit. Personnel 
who decide on the deployment of these systems take (or not) the gambit, only inso-
far as they have a choice as to use/not use AWS. Hence, the responsibility gap for 
the actions of AWS may be closed so long as we can identify intentionality, causal-
ity with respect to the behaviour of AWS, full awareness about unpredictability of 
these systems and willingness to take the moral gambit. As we will see in the next 
section, for this to be possible, an infrastructure for accessing relevant information, 
to ensure traceability of processes, and non-lethal outcomes needs to be established. 
Before moving to the next section, three clarifications are necessary to clarify the 
boundaries of the gambit.

The first clarification addresses the scope of the gambit. The moral gambit does 
not concern the decision to participate in an operation whose outcomes are rela-
tively unpredictable. Rather, it is about the voluntary acceptance of moral responsi-
bility for the range of possible outcomes that may follow the use of AWS, whether 
foreseen or not. In this sense, the moral gambit can be neither mandated, it must 
be taken in a voluntary way and the responsibility that comes with it is accepted, 
not attributed. In this sense, the moral gambit is about accepting ex ante responsi-
bility for whatever may happen in that specific operation, hoping that unintended 
and unwanted or unforeseen outcomes never occur, but also accepting being held 
responsible if they do.

This takes us to the second point to clarify: the approach underpinning the 
gambit. In a context where intentionality and effects of an action are separated, 
moral responsibility risks either to be voided of any meaning—e.g. when it is 
ascribed nominally—or to be non-ascribable, as per the responsibility gap. The 
moral gambit overcomes this dilemma by shifting the focus from attributing 
moral responsibly to accepting it on a voluntarily basis. This approach places a 

4  Although it is worth noting that the extent of, at least technical, unpredictability of these actions and 
effects may be constrained within predetermined boundaries such as payload or range.
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heavier burden on the human agents to accept the gambit and the moral responsi-
bility that comes with it. This is why those who accept to take the gambit need to 
be fully informed and aware of risks and consequences of their choices, and insti-
tutions have a fundamental duty to support these individuals (more on this in the 
next section). But this heavier weight offers a way to overcome the responsibility 
gap, while ensuring that the moral responsibility remains meaningful and fair.

The third clarification concerns the permissibility of the moral gambit. In the 
context of national defence, when considering non-lethal AWS, the moral gambit 
may be acceptable. This is not the case when considering LAWS. In this case, the 
moral gambit would be a gambit taken on the lives of others. This is why, on the 
basis of our analysis, we argue that even if a human agent were willing to accept 
this gambit, it should not be permitted and would remain morally unacceptable.

The impermissibility of taking the moral gambit on the lives of others breaks 
down in two ways depending on the recipient of acts of war. Pertaining to non-
combatants, the moral gambit is straightforwardly ruled out by the principle of 
distinction. Distinction provides non-combatants with immunity from attack in 
times of war at all times. An unpredictable system, with regard to its ability to 
identify, select and engage legitimate human targets, does not respect the princi-
ple of distinction (Blanchard & Taddeo, 2022a).

The impermissibility of the moral gambit on the lives of combatants is more 
complex. It is worth stressing that, in this case, the problem is with the mode of 
killing and not with the killing per se (Blanchard & Taddeo, 2022b). One could 
object (Walzer, 1977, 42; Tamar Meisels, 2018, 11–29) that combatants forgo 
their right not to be killed, and therefore, it makes no difference if they are killed 
by humans or by LAWS. Whether combatants waive their right to life is a contro-
versial point (Bazargan, 2014; Kamm, 2004; McMahan, 2011), but let us accept it 
for the sake of argument.

The objection here is misplaced, because the issue here is not whom is liable of 
being killed, but how it is acceptable to kill those liable to be killed. Combatants 
may waive their right to life, but they do so under expectation that an attack on 
their life will comply with the principle of military necessity and respect the prin-
ciple of the moral equality of combatants. Now, it is conceivable, though implau-
sible, that LAWS may be used against human combatants in a way which com-
plies with military necessity. It is conceivable because the Just War doctrine of 
“supreme emergency” justifies the use of any means if the stakes are high enough 
to warrant them—i.e. survival (Walzer, 1977, 251–68). It is implausible both 
because such circumstances seldom exist and because the operational advantages 
imputed to LAWS—such as decision-making speed—far exceed the capabilities 
of humans, thereby lowering the threshold for the necessity of using them against 
human combatants.

As for moral equality of combatants, LAWS breach this principle. Under the 
moral equality of combatants, combatants are said to enter into a “martial con-
tract” entailing “mutual belligerency rules” whereby the waiving of the right not 
to be killed is attended by a system of norms. As Skerker et al. write:
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Service members can be modelled as ceding claim-rights against being tar-
geted with lethal violence by enemy combatants according to the terms of mil-
itary norms optimizing a balance between maximising the one military’s inter-
ests whilst minimizing suffering to their enemy (Skerker et al., 2020, 202).

One of those norms is the expectation that combatants will not be targeted in a 
way that is either wanton or cavalier. This implies that unintended killing (whether 
of combatants or not) is at the very least morally problematic, because even if com-
batants waive their right not to be attacked, they do so under the assumption that 
their lives will be taken intentionally, not as a result of an unintended behaviour or a 
lost moral gambit. Personnel choosing to deploy a LAWS would take a gambit that 
it will act according to the intended use, while being aware that there is a chance 
that a LAWS may identify, select and engage an unintended target. This gambit, we 
argue, is incompatible with the expectations imposed by the principles of necessity 
and moral equality of combatants. This is why, insofar as LAWS are unpredictable 
with regard to the identification, selection and engagement of human targets, it is not 
possible to ascribe meaningful moral responsibilities for their actions.

5 � Discharging Meaningful Moral Responsibility for the Actions 
of Non‑Lethal AWS

Much of the debate on AWS centres on LAWS, as lethal uses of AWS pose high-
level risks to life and thus severe ethical problems. As such, non-lethal AWS have 
attracted less attention. We believe that this gap is problematic. While the ethical 
risks posed by non-lethal AWS may be less “dramatic” than LAWS, these remain 
nevertheless serious ethical risks. Non-lethal AWS can cause significant damage, 
including bodily harm, disproportionate destruction to property, infringements 
of liberty and breaches of the principle of distinction. These ethical risks arise for 
example when considering the use of non-lethal AWS for national security purposes 
“when the use of graduated force is required and deadly force is the exception” 
(Heyns, 2016a, 5). Thus, attributing moral responsibility for the use of non-lethal 
AWS is crucial. The proposed moral gambit offers a new and much-needed solution 
in this respect.

The moral gambit cannot be imposed upon a human agent, nor can it “come with 
the role” that one may acquire. For it to be acceptable, the agent must make it will-
ingly. When considering the use of non-lethal AWS, there are a number of proce-
dures that can be established to support the decision to take, or not to take, the moral 
gambit. In what follows, we offer eight recommendations that military organisations 
should follow to support their members in this sense. It should be noted that albeit 
addressing military organisations specifically, the recommendations also bear on 
technology providers. Also, the permissibility of the moral gambit for non-lethal 
LAWS hinges on the calculation of the risks for unintended lethal outcomes and the 
high-level assurance that, given design specifications and deployment conditions, 
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the risk of this outcome has been reduced to the lowest possible level.5 The recom-
mendations are listed in logical order.

1.	 Procure AWS whose underlying AI systems are interpretable and not just explain-
able. Lack of predictability of AI systems is also a function of their lack of trans-
parency. Explanations of a black box model may offer imprecise representation 
of the original model (Rudin, 2019); for this reason, explainability offers limited 
solutions to the problems posed by lack of predictability. Better outcomes may 
be reached by procuring interpretable models, i.e. a model, that is:

	 constrained in model form so that it is either useful to someone, or obeys 
structural knowledge of the domain, such as monotonicity, causality, struc-
tural (generative) constraints, additivity or physical constraints that come 
from domain knowledge, (Rudin, 2019, 206).

2.	 Assess predictability. Providers and defence institutions should assess which tech-
nical and operational features of AWS encroach upon the predictability of their 
ability to identify, select and engage targets and work to improve them to limit 
unpredictable outcome.

3.	 High level of knowledge and understanding for the decision-makers. Those 
deciding about the use of non-lethal AWS should have a high level of technical 
understanding of these systems and of the theatre of operation, so as to be able to 
identify their strategic and tactical potential, how to deploy them best, as well as 
their possible points of failure. High level of technical understanding underpins 
the choice to use non-lethal AWS insofar as it enables the decision-makers to 
consider the risks of unpredictable behaviour properly and of the implication this 
has for their moral gambit.

4.	 Traceability of processes. Information about the technical specification of a non-
lethal weapons system, its cycle of development and mode of procurement should 
be transparent to the decision-makers. In the same way, any relevant information 
about the system that may advance the understanding that the decision-maker 
should be relayed to the personnel promptly and accurately.

5.	 Justification of uses. The decision as to use or not use non-lethal AWS should 
always follow a risk/benefit analysis and be justified according to the principle of 
necessity. A further consideration should also be made about the safety of military 
personnel deployed in the specific theatre.

6.	 Ensuring non-lethal effects. Measures must be put in place to minimise the risks 
of lethal outcomes from the use of non-lethal AWS. These may not differ too 
much from similar measures taken when using conventional weapons and could 
include a range of approaches such as necessity and proportionality calculations, 
assessment of the theatre of operation and user interface design features like a 
remote switch button.

5  Further work should be developed on acceptable level for this risk.
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7.	 Redressing and remedy. A process to identify mistakes and unwanted outcomes, 
to assess their impact and costs and to define redressing remedy measures should 
be established. Redressing and remedy measures will not override the moral 
praise or blame attributed to human agents, but should be used to discharge the 
accountability that the defence institutions has with respect to the decisions made 
by its personnel.

8.	 Auditing. Ethics-based auditing of both the non-lethal AWS and of the processes 
for their acquisition and deployment should be established (Mökander & Floridi, 
2021), with the aim of facilitating accountability as well as to identify possible 
points of failure and address them promptly, so to improve the decision-making 
and the redressing processes.

6 � Conclusions

In this article, we focused on the attribution of moral responsibility for the actions 
of AWS. We argued that for the use of these systems to be ethically acceptable, it is 
crucial to attribute meaningful moral responsibility to human agents. The attribution 
of this kind of moral responsibility rests on strong requirements, which are justified 
because of the nature of the damage that AWS may cause (whether lethal or not). We 
argue that these requirements cannot be met when considering the case of LAWS (as 
defined by Taddeo and Blanchard, Forthcoming) and, thus, that the deployment of 
these systems is morally unacceptable. We also stress that meaningful moral respon-
sibility can be accepted by means of the moral gambit for the actions of non-lethal 
AWS, provided that defence institutions establish necessary processes to support 
human agents willing to take the gambit understanding of the functioning of AWS 
and of the benefits and risks linked to their uses, and the consequences of the moral 
gambit. We hope that the eight recommendations provided in this article will help 
technology providers and defence organisations to this end.
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